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ABSTRACT

The major objective of this research program was to investigate the fate

of petroleum hydrocarbons in the water column and intertidal zone and their

bioavailability to, and effects on, the biota. Investigations included

two field habitats to supplement laboratory observations. We have learned:

1) That the molecular weight of petroleum hydrocarbon compounds is positively

correlated with retention in: (a) weathered oil, (b) oil-impacted sediment,

and (c) molluscan tissue; 2) That there was no evidence that the presence of

oil enhances the bioavailability of heavy metals to clams (Macoma); 3) That

metabolized aromatic hydrocarbons were not found in Macoma tissue, but these

polar compounds were present in interstitial water; 4) That petroleum hydro-

carbon pollution depresses the feeding rate of marine worms (Abarenicola);

and, 5) That pollution is less stressful to a filter feeding clam than to

a deposit feeding clam. The work has advanced the level of knowledge by

demonstrating that exposure to petroleum hydrocarbons in sediments can result

in accumulation and retention of heavier polynuclear aromatic hydrocarbons,

but does not enhance uptake of trace metals. These findings have been

described in Quarterly Reports and Annual Reports to NOAA/OCSEAP and several

journal articles are published, in press, or submitted.
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I. EXECUTIVE SUMMARY

Substantial proportions of the intertidal zone of the lower Cook Inlet

shoreline consist of fine-grained muddy sediments. Sites with significant

areas of such sediment include: Koyuktolik Bay, China Poot Bay, the north

shore of Kachemak Bay, the north side of Homer spit, the northwest coast of

the Kenai Peninsula, Tuxedni Bay, Chinitna Bay, Iniskin Bay, Bruin Bay, and

McNeill Cove (Sears and Zimmerman, 1977). Petroleum or its products which

impact muddy sediments as a result of tanker accidents, platform spills, or

chronic leakages may persist and affect local organisms for periods of

years (Mayo et al., 1978; Teal et al., 1978, Krebs and Burns, 1977; Sabo

and Stegeman, 1977). These effects are of more than local interest. Dames

and Moore (1979) conducted ecological studies of the intertidal habitats

of lower Cook Inlet and concluded, with respect to the mudflats, that "fish,

crabs, and ducks move onto the intertidal flats during high tides, and the

shorebirds move in during low tides. Commercially, the most important of

these interactions appears to be that of juvenile salmon. The consequence

is that a very large proportion of the tissue produced on the flats is

exploited by predators from other systems. This is particularly important

on the west side of the inlet because of 1) the richness of the mud flats,

2) the large proportion of mud flat habitat in the intertidal zone and,

3) the potential susceptibility of this assemblage to oil pollution."

In view of the significance and vulnerability of this habitat type in

lower Cook Inlet a series of investigations has been carried out to

determine the extent to which populations of invertebrates might become

contaminated by specific components of petroleum hydrocarbons. The effects

of crude oil on some measures of the growth, activity, and well-being of the

intertidal populations, as well as the effect of weathering on the oil

itself have also been examined.

The species of organisms used in these investigations were selected

to represent genera and feeding types which are important in the habitats

under consideration. They included Macoma inquinata, a species very closely

related to Macoma balthica which is among the most abundant bivalves in the
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mud flat assemblage at Glacier Spit, Chinitna Bay, studied by Dames and Moore

(1979). These clams are surface deposit feeders. Another clam, Protothaca

staminea, was chosen to represent the suspension feeders, such as Mya which

are also present in large numbers in the Glacier Spit fauna. The polychaete,

Abarenicola pacifica represents another phylum and another nutritional type,

namely non-selective deposit feeding. It is found in large numbers in the

upper intertidal zone of Glacier Spit and in smaller numbers in sandier

sites of Deep Creek and Homer Spit in lower Cook Inlet.

The toxicity of petroleum hydrocarbons is correlated with their content

of aromatic compounds. Furthermore, concern has been expressed that some

polynuclear aromatics, or their metabolites, which are carcinogenic might

be taken up from oil-impregnated sediment by invertebrates and transferred

to higher trophic levels in the food chain. The accumulation of specific

aromatic compounds from contaminated sediment was therefore investigated.

In the case of the surface deposit feeding clam Macoma there was a positive

correlation between molecular size and accumulation. The two-ring naphthalenes

and the three-ring compound phenanthrene were not accumulated to concentrations

above those in the sediment after sixty days of exposure. The average

accumulation of two and three ring aromatics by the suspension-feeding clam

Protothaca was even lower than in the deposit feeder.

By contrast the four-ring compound chrysene and the five-ring benzo(a)-

pyrene, which are potential carcinogens or metabolic precursors of carcinogens,

continued to be accumulated over a sixty day period by Macoma, tissue

magnification factor for the two compounds were 11.7 and 5.3, respectively,

(wet weight tissue per wet weight sediment). Abarenicola accumulated and

retained chrysene initially, but reached a plateau at a concentration some

six times as high as that in the sediment after fifteen days. Phenanthrene

and benzo(a)pyrene were also accumulated for fifteen days to levels four

and six times as high, respectively, as those in the sediment. But in the

polychaete the concentrations of these compounds fell to 53% and 68% of

their peak values over the next 45 days, though the sediment concentrations

remained high. No carcinogenic metabolites were found to accumulate in

the tissues of either Macoma or Abarenicola. These data may be useful in

estimating the degree of risk from this source to higher organisms at specific

levels of sediment contamination.
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Concern has also been expressed that the presence of petroleum hydrocarbons

in sediment might, by altering either the physical relations of heavy metals

to the sediment or the physiology of invertebrate organisms, result in an

increased rate of uptake and retention of the metals by the organisms. However,

in several experiments in which they were fed with crude oil contaminated

detritus for up to fifteen days Macoma showed no tendency to take in more

heavy metals than controls did.

The experiments just mentioned did indicate that Macoma took in less

food when the food was covered with oil. This finding is consistent with

the fact that the condition index, a measure of nutritional status of

bivalves, declined by 16% in Macoma exposed in the field for 38 days in

summer to sediment containing 360 ppm crude oil. Another index which has

been proposed as a measure of well-being in bivalves is the ratio of taurine

to glycine in the intracellular free amino acid pool (Bayne, et al., 1976;

Jeffries, 1972). This ratio declined from 0.89 to 0.55 in the oil-exposed

Macoma giving further evidence for their stressed condition. When exposed

to oil under similar conditions in winter 83% of the Macoma died.

By contrast, when the suspension-feeding clam Protothaca was exposed

to 850 ppm oil in sediment 85% survived, their average condition index

declined by only 6%, and their taurine:glycine ratio increased. It appears

that suspension feeding clams are less susceptible to damage from oil in

sediment than are deposit feeding clams. The significance of this finding

for areas of fine-grained sediment in lower Cook Inlet lies in the fact

that the two most abundant genera of bivalves are the deposit feeding Macoma

and the suspension feeding Mya. There is therefore a potential for differential

mortality or effects on growth and wellbeing on these two groups by any oil

pollution incident, with subsequent effects on the patterns of populations

and resource utilization in these habitats.

The behavior of organisms is often a sensitive indicator of environmental

change. One form of behavior of burrowing animals such as Abarenicola which

can be quantitatively measured is the deposition of fecal casts on the surface

which reflects the amount of sediment being swallowed. When exposed to sediment

containing 1000 ppm or 250 ppm crude oil in artificial burrows in the laboratory

their deposition rate was reduced by 70% and 36% respectively. In the field

all Abarenicola exposed to 1000 ppm died, and those exposed to 200 ppm reduced

their burrowing rate by 45%. This reduction however was transient, and after
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a week these animals were turning over as much sediment as the controls. It

seems probable that, at some concentrations, oil in sediment will reduce the

amount of material that is transported from subsurface sediment to the surface,

which in turn would reduce the rate of chemical and/or microbial degradation

of the oil.

The next phase of this investigation dealt with changes in the composition

and properties of petroleum which might be anticipated after a spill. Crude

oil was layered over sea water and weathered under different conditions of

sunlight and agitation. Monoaromatic aromatic hydrocarbons, a toxic

fraction, and shorter straight-chain saturates (C[subscript]8 to C[subscript]10) disappeared in

24 days under all conditions used. Simulation of violent agitation by

spraying water on the oil resulted in an increased loss of other relatively

light fractions, which led to a relative increase in the concentration of

three ring aromatic compounds, the heaviest examined. Without violent

agitation, only 3,6-dimethyl phenanthrene increased in relative concentration.

The presence or absence of direct sunlight had no significant consistent

effect on the composition of the oil. The implication of these findings are

that oil spilled during periods of storms would be poorer in low molecular

weight fractions, probably reducing its immediate toxicity, but would provide

relatively more heavy compounds with a greater probability of accumulation

from sediment. Photoperiod as such would have less effect.

Finally, a study has been made of the fate of those polynuclear aromatic

hydrocarbons that become mixed into the intertidal sediment. The most

complete data are available for the fate of phenanthrene in a silty sand,

containing 28.2% particles smaller than 50 microns in diameter. In this

substrate 70% of the added 14C-labelled phenanthrene was still present

after sixty days in a simulated intertidal environment. Less than 0.2% of

the radioactivity in the sediment was found in the interstitial water at
14any time, and 75% to 100% of this was present as [superscript]14C0[subscript]2. All of the

chrysene and 75% of the benzo(a)pyrene mixed into this substrate remained

in place after 60 days. In a somewhat coarser substrate, containing fewer

than 4% particles smaller than 50 microns, 77%, 67%, and 8% respectively of

added benzo(a)pyrene, chrysene and phenanthrene remained after sixty days.

As much as 3% of the 14C-label added or phenanthrene appeared in the inter-

stitial water. It is apparent that the heavier the aromatic compound and the

finer the grain size the longer is the residence time in sediment. In the
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case of phenanthrene, loss from the sediment results at least partially from

microbial breakdown of the hydrocarbon to carbon dioxide.

The investigations carried out under this research unit have resulted in

a series of publications, and manuscripts submitted for publication. These

works and summaries of results of other efforts, which are presented in the

following sections of this report, include the details of the procedures and

results of the studies.
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II-A:

THE FATE OF POLYAROMATIC HYDROCARBONS

IN AN INTERTIDAL SEDIMENT EXPOSURE SUSTEM:

BIOAVAILABILITY TO MACOMA INQUINATA (MOLLUSCA:PELECYPODA)

by

J. M. Augenfeld and J. W. Anderson

Battelle Marine Research Laboratory

and

R. G. Riley and B. L. Thomas

Battelle Pacific Northwest Laboratories

ABSTRACT

Macoma inquinata, a deposit-feeding clam, was exposed for 60 days to

sediment containing [superscript]14C-labelled phenanthrene, chrysene, or benzo(a)pyrene.

Over 70% of the chrysene and benzo(a)pyrene, but only 8% of the phenanthrene,

remained in the sediment. The concentrations of chrysene and benzo(a)pyrene

in the clams rose steadily, reaching levels 11.6 and 5.2 times as high as

those in the sediment. The tissue phenanthrene concentration rose for 3

days, then fell to 1/8 of the initial concentration. No polar metabolites of

any of the hydrocarbons were detected in sediment or tissue.
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INTRODUCTION

When petroleum or its products are mixed into marine intertidal sediments

the heavier aromatic compounds may remain for years (Burns and Teal, 1979).

Concern has been expressed that these compounds, some of which are carcinogens

or metabolic precursors of carcinogens, may accumulate in the tissues of

organisms living in impacted sediments, undergo biomagnification, and be

transferred along the food chain, becoming hazardous to the ultimate consumers,

including man. A study has therefore been undertaken to investigate the duration

of retention of 3-, 4-, and 5-ring polynuclear aromatic hydrocarbons (PAH) in

sediment under simulated intertidal conditions and the uptake of these compounds

by invertebrate organisms. The distribution of the compounds between sediment

particles and interstitial water and the presence of polar metabolites of the

PAH were also studied. The first paper of this series describes the fate of

phenanthrene, chrysene, and benzo(a)pyrene in a moderately coarse substrate

containing the clam Macoma inquinata Deshayes, 1855.

MATERIALS AND METHODS

Exposure system

9-14C phenanthrene (11.3 m Ci/mmol), 5, 6, (11, 12)-14C chrysene (6.3 m Ci/

mmol), and 7, 10[superscript]-14C benzo(a)pyrene (25.3 m Ci/mmol) were purchased from

Amersham-Searle Co., Arlington Heights, Illinois. Impurities associated with

benzo(a)pyrene degradation have been characterized by reverse phase high

pressure liquid chromatography (Clarke, 1976). We have recently used this

technique to determine the radio-purity of all three substrates used in these

studies. Phenanthrene and chrysene undergo no significant chemical degradation

under prolonged storage. Benzo(a)pyrene, however, showed the presence of about

10% impurities and, therefore, was purified by silica gel chromatography
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immediately before exposure to assure that no degradative chemical artifacts

were introduced to invalidate the radioactivity analyses. The purification

procedure was: benzo(a)pyrene (25.3 mCi/mmol, 200 µCi in 1 ml benzene) was

chromatographed over 10 grams of silica gel (Grace Davison Chemical Co.,

100/200 mesh - heated overnight at 120°C) using benzene as the eluent. Ten

milliliter fractions were collected and pure benzo(a)pyrene eluted from the

column in the second 10 ml fraction. The column and collection tubes were

wrapped in aluminum foil to minimize the exposure of the benzo(a)pyrene to

light. The benzene was removed under a stream of purified nitrogen and the

crystalline benzo(a)-pyrene was stored at -20°C until use the next day.

Previously, 190 M. inquinata and 100 kg sediment were collected from the

low intertidal zone of Sequim Bay, Washington State, U.S.A., in an area of

coarse sand mixed with fine gravel subject to moderate wave action. The

sediment was passed through a 6 mm mesh sieve, and it and the clams were

stored in the laboratory under flowing sea water at approximately 10°C and

30°/oo salinity. Detritus was collected from the laboratory seawater head

tanks, filtered onto #42 Whatman filter paper, and refrigerated.

The labelled hydrocarbon compounds were individually dissolved in solvent

as was a measured amount of Prudhoe Bay crude (PBC) oil. The solvent, oil,

and labelled PAH were next mixed with detritus, and finally this slurry was

incorporated into sieved sediment in a fiberglass-lined cement mixer. The

final mixtures contained approximately 80 g detritus, 40 ppm PBC, and between

4.5 and 6.8 µCi labelled compound per kg. The final concentration of chrysene

was 230 pg/kg, of phenanthrene 102 pg/kg, and of benzo(a)pyrene 42 µg/kg.

Unlabelled phenanthrene present in the added PBC made up 23% of the total,

while the amounts of chrysene and benzo(a)pyrene in the oil were negligible.

These mixtures were poured to a depth of 8 cm into mesh-bottomed trays divided
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into three compartments each. The trays were placed on cement blocks in

fiberglass tanks at a depth which permitted 5 cm of water to stand above

the sediment surface but which did not permit water to rise above the edge of

the trays. At 12 hour intervals, water was pumped out of the fiberglass tanks

for one hour, allowing the water in the trays to drain out through the mesh

bottom and to be replaced by fresh volumes of water after the pumping stopped

(Figure 1).

After two flushings, a sediment core was taken from each compartment and

replaced by a 12 mm standpipe to facilitate future drainage. At this time,

ten M. inquinata were placed in each compartment. The cores from the center

compartment of each tray were divided into upper, middle, and lower sections.

The radioactivity in replicate samples from each section was measured, and the

results indicated that the labelled compounds were evenly distributed through-

out the sediment. More than eighty percent of the calculated radioactivity

added was recovered in the chrysene and benzo(a)pyrene exposures and 72% in

the phenanthrene.

At intervals of one, three, seven, fifteen, thirty, and sixty days after

the clams were placed in the trays, a sample of the surface water overlying

the sediment was removed from one compartment and passed through a 0.45 µ

Millipore filter. The water level was then lowered; ten clams were removed

and placed in a mesh basket in clean running sea water for 24 hours depuration,

after which they were rinsed with distilled water and frozen. Part of the

sediment was also frozen immediately. The remaining sediment was placed in

a Wildco CRTM Core Squeezer, in 100 cc batches, and the interstitial water

was forced out with compressed air at 50 psi, passing through several layers

of Whatman #42 filter paper within the squeezer. This filtrate was then

passed through a syringe fitted with a Swinnex-47 Filter Holder (Millipore
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Figure 1. Design of sediment exposure system.



Corporation) containing a pre-filter and a 0.45 µ filter. A slightly different

sampling schedule was followed in the benzo(a)pyrene exposure. Glassware

containing benzo(a)pyrene in water was protected from light by aluminum foil

wrappings. All water was kept in ice and protected from evaporation whenever

possible.

Chemical Analyses

The total radioactivity present in the filtered interstitial water was

measured by liquid scintillation spectrometry. Radioactive components contained

in tissue and sediment samples were separated by reverse phase liquid chromato-

graphy and analyzed by liquid scintillation spectrometry. Stress was placed

on an analytic approach which enabled us to account for the formation of

degradation products other than C0[subscript]2 as a result of microbial activity or

metabolism within the clams (Figure 2). Conventional tissue digestion

techniques such as that described by Warner (1976) could not be used because

of the potential chemical destruction of degradation products that might be

formed during the experiments. Therefore, Macoma tissue samples were

homogenized in 2:1 ethyl acetate/acetone. A similar extraction technique has

previously been applied to a study of the metabolism of 7, 12-dimethylbenz(a)-

anthracene in mouse skin homogenates (DiGiovanni et al., 1977), and it produced

very high recoveries of original substrate and metabolites. A modification of

the techniques has been used in a study of benzo(a)pyrene phenols formed by

the metabolism of benzo(a)pyrene by rat liver microsomes (Selkirk et al., 1974,

1976).

Tissue from individually shucked clams containing 14C hydrocarbons was

patted dry and weighed into 25 ml corex centrifuge tubes. To each tube was

added a solution of ethyl acetate/acetone, 2:1 (3 ml/2.5 g tissue, wet weight).
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The samples were homogenized using a Tekmar Tissumizer and then centrifuged

at 5000 rpm for 10 minutes. The organic layer (top) from each sample was

transferred to calibrated 15 ml glass-stoppered centrifuge tubes with pasteur

pipettes. The extraction sequence was repeated using ethyl acetate/acetone 2:1

(2 ml/2.5 g of tissue) and saturated sodium chloride (1.0 ml/2.5 g of tissue).

The organic extracts (two from each tissue sample) were combined and the volume

recorded. An aliquot of each sample was analyzed for total [superscript]14C-radioactivity

by liquid scintillation spectrometry. Recovery of [superscript]14C-hydrocarbons from

amended tissue was greater than 92%.

Samples of sediment from cores (~ 15 to 30 grams, wet weight) containing

[superscript]14C-radioactivity were Soxhlet extracted with 50 ml of 2:1 ethyl acetate/

acetone overnight. The Soxhlets were cooled in such a manner as to retain as

much of the solvent as possible in the Soxhlet cup. The concentrated organic

extract from each sample was transferred to calibrated glass-stoppered

centrifuge tubes and the volume recorded. An aliquot of each sample was

analyzed for total [superscript]14C-radioactivity. A second overnight extraction of the

sediment samples recovered no additional radioactivity in the solvent.

Furthermore, no additional radioactivity was detected from direct liquid

scintillation analysis of extracted sediment particles. These results

indicated that use of this procedure resulted in high recovery of [superscript]14C

radioactivity from sediments.

One milliliter concentrates of tissue and sediment extracts were

chromatographed on three series coupled µ-Styragel columns with pore

sizes of 1000, 500, and 100 Angstoms and/or two series coupled µ Bondapak

C-18 columns (reverse-phase). Methylene chloride was used as the mobile

phase for the µ-Styragel system at a flow rate of 2.0 ml/min with the UV

detector set at 254 nm. The same parameters were used for the reverse
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phase system operating in the linear gradient solvent program mode

(acetonitrile/water: 60/40 to 80/20 in 20 minutes). For both systems,

aliquots of 2.0 ml fractions collected were analyzed for total 14C-

radioactivity.

RESULTS

Table 1 and Figures 3 to 5 show the changes in concentration with time

of three PAH compounds in tissue and sediment. For convenience of comparison

between compounds and between sediment and tissues all the hydrocarbon

concentrations are given on a picomole/g wet weight basis. The data reflect

the total amounts of hydrocarbon added to the sediment, including unlabelled

compounds in the crude oil and radio-labelled material.

The fate of phenanthrene introduced into the sediment system differed

from that of chrysene or benzo(a)pyrene (Figures 3-5 and Table 1).

Fifteen days after the exposure began 50% of the phenanthrene intitially

present in the sediment had been removed, and after 60 days only 8% of the

original amount remained. By contrast 67 and 77%, respectively, of the

originally added chrysene and benzo(a)pyrene remained in the sediment

after 60 days. Complementing its more rapid depletion from the sediment,

phenanthrene or its metabolites appeared in the interstitial water in

concentrations two orders of magnitude higher than chrysene or benzo(a)-

pyrene, so that after 60 days almost 3% of the activity remaining in the

phenanthrene exposure system was found in the water.

The incorporation of radioactivity from phenanthrene into the tissues

of Macoma also differed from that of the heavier compounds. The concentrations

of chrysene and benzo(a)pyrene in the clams rose steadily over the 60 day

period, while the sediment level fell. The tissue magnification factor
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Table 1. Concentration of PAH in Macoma tissue and sediment (x ± S.D., n = 3),

and the ratio between these two (magnification factor).
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Figure 3. Concentration of phenanthrene in Macoma tissue and sediment

(59 day exposure). The curves were fit by eye to connect the

means (n = 3) and the vertical bars represent standard

deviations.
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Figure 4. Concentration of chrysene in Macoma tissue and sediment

(58 day exposure). The curves were fit by eye to connect the

means (n = 3) and the vertical bars represent standard

deviations.
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Figure 5. Concentration of benzo(a)pyrene in Macoma tissue and sediment

(60 day exposure). The curves were fit by eye to connect the

means (n = 3) and the vertical bars represent standard

deviations. 35



therefore also increased continually reaching 11.6 for chrysene and 5.2 for

benzo(a)pyrene, on a wet weight to wet weight basis (Table 1). Phenanthrene,

on the other hand, was taken up in larger amounts than chrysene or benzo(a)-

pyrene in the first three days of exposure, but its concentration fell there-

after. Since the sediment concentration of phenanthrene fell rapidly the tissue

magnification factor continued to increase for two weeks, but it also declined

towards the end of the exposure period. Put another way, the tissue content of

chrysene and benzo(a)pyrene after 60 days exposure was 9.5 and 7.4 times as

high as on day 1, respectively, while the tissue concentration of phenanthrene

was only 1/8 as high on the last day of exposure as on the first (Table 1).

It is possible to roughly estimate the proportion of those hydrocarbon

compounds leaving the sediment over 60 days which appeared in the clams at

the end of this period by assuming that the total weight of the sediment in

each compartment was approximately 6.6 kg and the total weight of the ten

Macoma in each was 43 g. These are reasonable assumptions, based on the

volumes of the compartments, the density of the sediment, and the average

size of individuals of the populations of animals. Calculations based on

these assumptions indicate that 15.4% and 11.3%, respectively, of the

radioactivity of chrysene and benzo(a)pyrene which left the sediment can

be accounted for by its presence in the clams, while only 0.18% of the

corresponding phenanthrene remained in the organisms. Therefore, of the

hydrocarbons present in the sediment when the clams were originally exposed,

approximately 5.1% of the chrysene, 2.6% of the benzo(a)pyrene and 0.179% of

the phenanthrene was present in their tissues after 60 days. Since these

figures are not based on actual measurements of the animals' weight, they

should be taken only as order of magnitude estimates.
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No evidence was found for the presence of degradation products or

metabolites of any of the three compounds in either tissue or sediment.

This conclusion is based on the findings that: (1) separation of tissue

and sediment extracts by gel permeation chromatography (GPC) and by reverse

phase high pressure liquid chromatography resulted in the generation, in

each case, of one radioactive peak which had a retention time identical

to that of the parent compound; and (2) recoveries of substrate radio-

activity in tissue and sediment extracts from the GPC and reverse phase

chromatography steps were high, indicating that no activity which could be

ascribed to polar compounds had been lost on the column systems (Table 2).

DISCUSSION

Roesijadi et al. (1978) exposed M. inquinata to labelled phenanthrene,

chrysene, and benzo(a)pyrene. Their system differed from the one described

here in that the PAH hydrocarbons were distributed only through a thin

(1-2 mm) layer of detritus overlying a clean sand substrate which contained

the clams. Probably as a result of this arrangement a larger proportion of

their added labelled material left the substrate, leaving less than one

percent, five percent and twenty-five percent, respectively, of the originally

added phenanthrene, chrysene, and benzo(a)pyrene at the end of the experiment.

Consequently, in the earlier experiment the concentration of phenanthrene in

the clams declined continuously from the start, and chrysene increased in

concentration only for 15 days and then declined. Only benzo(a)pyrene

followed the same pattern of continual increase in tissue concentration

found here. This contrast in results illustrates the importance of the

physical relation of the hydrocarbons to the sediment substrate for its

bioavailability to the organisms.
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Table 2. Percent recovery of 14C-radioactivity from tissue and sediment

extracts chromatographed on GPC and reverse phase liquid

chromatographic systems.
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The contrast, in this experiment, between the fate of phenanthrene and

the fates of chrysene and benzo(a)pyrene may be accounted for by the tendency

of hydrocarbons to remain sequestered in animals' lipids in inverse

proportion to their solubility in water. Phenanthrene is more soluble, by

three orders of magnitude, than the two heavier compounds (May, et al., 1978).

According to this model, half the added phenanthrene leaves the film

surrounding the sediment particles within two weeks of exposure to dissolve

in the water. The water-borne compound enters the clam tissue, producing the

observed early peak of radioactivity. Once in the clam tissue, relatively

more phenanthrene moves from lipids, entering the aqueous compartment which

then exchanges with the surrounding water. At later time intervals the

availability of phenanthrene in water probably decreases. A portion of

this loss is probably due to microbial metabolism acting in the exposure

system to alter the hydrocarbons in the interstitial water. Phenanthrene

would be converted to soluble products, which would be eliminated from the

exposure system by the daily flushing. As the sediment becomes depleted of

phenanthrene the level of radioactivity in interstitial water falls, allowing

the phenanthrene concentration in the clams to decrease by exchange with the

relatively clean water.

Chrysene and benzo(a)pyrene, by contrast, remain within the oil film

coating the grains of sediment for longer periods than phenanthrene. Though

they enter the water phase more slowly, once they enter Macoma tissue they

apparently remain longer in their lipid depots due to their slower rate of

exchange with the ambient fluid. Such a sequence of events may be responsible

for the time course of changes in tissue magnification factors seen in Table

1. The magnification for phenanthrene remains greater than that for chrysene

for the first fifteen days of exposure, and greater than that for benzo(a)pyrene
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for the first thirty. Nevertheless, the final tissue magnification factor is

greater for the heavier compounds.

The absence of degradation products in tissue and sediments is consistent

with the widely held belief that bivalves have very low aromatic hydrocarbon

hydroxylase (AHH) activity (Payne, 1977). There is no doubt that bacteria

in marine sediments are capable of metabolizing aromatic hydrocarbons. Further-

more, evidence of phenanthrene degradation was found in interstitial water from

this experiment, and findings with regard to them will be discussed in a later

publication. Probably any metabolites formed were sufficiently soluble in water

to readily leave the system during the flushing intervals.

The conditions chosen for these experiments are compared in Table 3 with

those present in actual sediments and with those that might be expected after

oil spills comparable in severity to the West Falmouth incident of 1969 and the

Amoco Cadiz of 1978. In this table some values have been converted to a ppb

dry weight basis for sediment and ppb wet or dry weight basis for tissues

to facilitate comparison with data from other sources. Since the dry weight

of the sediment was 84.3% of the wet weight there is little difference between

these two bases. In the 1969 incident over 2000 ppm fuel oil was incorporated

into sediment in some areas. If contamination of this degree with South

Louisiana crude or Bunker C residual oil took place, the chrysene concentration

in the sediment would be 34 or 400 ppb, (dry weight) respectively (Pancirov and

Brown, 1975; taken from Neff, 1979). Giger and Blumer (1974) reported the

presence of 40 and 240 ppb chrysene in sediment from relatively clean and

chronically polluted sites in Buzzard's Bay, Massachusetts. The level of

chrysene present at the beginning of this exposure, i.e., 203 ppb, is therefore,

in an environmentally realistic range.
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Table 3. PAH contents of sediment and tissues (ppb wet weight)
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The same is true for benzo(a)pyrene. Due to the large number of possible

sources of this hydrocarbon, extreme values, as high as 15,000 ppb (dry weight)

have been found in heavily polluted areas (Mallet et al., 1963). In a hypothetical

sediment contamination with 2000 ppm Kuwait crude or Bunker C residual oil,

6 or 88 ppb (wet weight), respectively, of benzo(a)pyrene would be added to

otherwise clean sediment (Pancirov and Brown, 1975). The laboratory exposure

concentration of 44 ppb is within this range. The levels of 4- and 5-ring

PAH accumulated over 60 days by the experimental animals is therefore probably

of the same order of magnitude that might be expected in those deposit-feeding

clams that survive the initial impact of a high-volume oil spill.

The tissue:sediment ratios of the specific aromatic hydrocarbons used in

this study may be compared with the ratios of total aromatic hydrocarbons

found in a field situation. Laseter et al. (1980) analyzed oysters and

sediment taken from Aber Wrac'h, a site heavily polluted by oil from the

Amoco Cadiz. Three months after the spill the total aromatic content of

the Japanese oyster (Crassostrea gigas Thunberg 1793) was 1.24 times as

high as that of the surrounding sediment. After fourteen months the ratio

had increased to 2.30. The flat oyster, Ostrea edulis L., by contrast

contained only 0.88 times as much aromatic HC as the sediment after three

months, and after fourteen months the ratio had fallen to 0.53. It has been

suggested that the difference between the species may reflect differences in

the relative amounts of lipids they contain. The fact that the levels of bio-

accumulation found here in Macoma were still higher than those in C. gigas,

agree with the findings of Roesijadi et al. (1978) that deposit-feeding

invertebrates tend to accumulate hydrocarbons at higher rates than suspension

feeders.
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Far more attention has been focused on the presence of benzo(a)pyrene

in potential food organisms than on the presence of chrysene. This is

understandable, since the former compound, when applied to mammalian skin, in

very low doses (2 g/kg body weight) and in the presence of suitable co-

carcinogens, can induce the growth of cancer. Though the lowest reported oral

carcinogenic dose is 5 orders of magnitude higher, a degree of caution

with regard to such a chemical may be warranted. It is possible, by

extrapolating from the uptake observed under realistic conditions in the

laboratory to the effects that might be anticipated in a post-spill

situation such as those described above, to predict the presence of 25

to 350 ppb of benzo(a)pyrene in the tissues of deposit feeding clams.

The upper part of this range is similar to that observed in molluscs taken

from highly polluted areas such as the Bay of Naples (Boucart and Mallet,

1965) or the Seine estuary (Perdriau, 1964), or from creosoted pilings in

Vancouver, B. C. (Dunn and Stich, 1975). The concentrations of benzo(a)-

pyrene in smoked food or charcoal-broiled meat, two principal dietary sources,

are an order of magnitude less than those in the more heavily contaminated

bivalves (Lijinsky, 1967; Panalaks, 1976).

Fewer data are available on the range of concentrations of chrysene in

tissues of marine animals, but Cahnmann and Kuratsune (1957) reported a

concentration of 20-40 ppb in oysters from the Norfolk, VA., harbor. The

potential for accumulation of this compound in bivalve tissue is therefore

one to two orders of magnitude higher than that actually found in a fairly

heavily polluted environment. The lowest reported carcinogenic dose of

chrysene is four orders of magnitude higher than that of benzo(a)pyrene.

Nevertheless its higher concentration in oil or oil products and its greater

tendency to remain in tissues suggest that this compound may deserve some of

the attention now being paid to the 5-ring PAH.
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It has been demonstrated that a deposit feeding clam can accumulate

heavy aromatic compounds to concentrations several times higher than those

in surrounding oil-contaminated sediment. The findings imply that bivalves

which survive the initial impact of oil contamination may become reservoirs

for these compounds. Therefore, deposit feeding molluscs may be suitable

choices for monitoring the long-term effects of oil pollution in sediments.

Such monitoring would not only provide significant information on the state

of contamination or depuration of an affected area, but also be useful in

evaluating the degree of risk to predator organisms, including man, from

ingestion of an additional dietary source of suspected carcinogens.
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II-B:

THE FATE OF POLYAROMATIC HYDROCARBONS

IN AN INTERTIDAL SEDIMENT EXPOSURE SYSTEM:

BIOAVAILABILITY TO ABARENICOLA PACIFICA (ANNELIDA:POLYCHAETA)

by

J. M. Augenfeld, R. G. Riley, B. L. Thomas, and J. W. Anderson

Battelle Pacific Northwest Laboratories
Marine Research Laboratory

ABSTRACT

Abarenicola pacifica, a burrowing polychaete, was exposed for 60 days

to fine-grained sediment containing [superscript]14C-labelled phenanthrene, chrysene,

or benzo(a)pyrene. Thirty percent of the phenanthrene, but negligible amounts

of the chrysene and benzo(a)pyrene present at the start of the exposure left

the sediment. The concentrations of each of the aromatic hydrocarbons in

Abarenicola tissue increased for two weeks to 4-6 times the sediment levels.

The tissue concentration of chrysene remained constant thereafter, but the

levels of phenanthrene and benzo(a)pyrene fell to one half of their peak values.

INTRODUCTION

An earlier paper in this series (Augenfeld, Riley, Thomas and Anderson, 1980)

describes an exposure system and analytic scheme for investigating the fate and

distribution of several [superscript]14C-labelled polyaromatic hydrocarbons (PAH) in a

moderately coarse sandy sediment. The uptake by, and fate of, these compounds

in the intertidal detritivorous clam, Macoma inquinata, exposed to the

sediment, was also examined. The work described in that paper has been

extended to include studies of the fate of the same compounds i.e., phenanthrene,

chrysene, and benzo(a)pyrene in a more fine-grained silty sand sediment and

their uptake by, and fate in, a non-selective deposit feeding polychaete,

the lugworm, Abarenicola pacifica.

MATERIALS AND METHODS

Ninety-six A. pacifica and 100 kg sediment were collected from the high

intertidal zone of an almost enclosed lagoon usually well protected from wave
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action. The collecting site is separated by a narrow tongue of land from Sequim

Bay, Washington State, U.S.A., from which the Macoma and sediment used in the

earlier experiment had been taken. The grain size distribution of sediment

from both sites was determined by the round hole sieve and hydrometer method.

[superscript]14C-labelled PAHs were purchased from Amersham-Searle Co., Arlington

Heights, Ill. Benzo(a)pyrene was purified before use by the method described

in Augenfeld, Riley, Thomas and Anderson (1980). Individual compounds were

dissolved in small volumes of solvent together with Prudhoe Bay crude oil and

spread over the surface of ca. 200 g sediment. After allowing about 20

minutes for the solvent to evaporate, the oil-PAH-sediment mixture was shaken

by hand for two minutes and poured over a larger volume of sediment in a

fiberglass lined cement mixer. The material was mixed for one hour and poured

into 600-ml beakers whose bottoms had been replaced with 0.8 mm mesh Nitex.

The sediment in the beakers contained 40 ppm PBC and a calculated activity of

between 9 and 11 µCi labelled compound per kg. The calculated hydrocarbon

concentrations were: 380 µg/kg of labelled chrysene, 169 µg/kg of labelled

phenanthrene or 104 µg/kg of benzo(a)pyrene. The added oil contained negligible

quantities of chrysene and benzo(a)pyrene but did include enough phenanthrene

to make up 12% of the total phenanthrene in the sediment. In calculating the

total concentration of phenanthrene in the sediment and tissues, the contribution

of the unlabelled compound in the oil was taken into account.

The beakers were placed on racks in tanks in a sea table and flushed with

running sea water for 18 hours. At this time 89% of the calculated amounts of

labelled phenanthrene, 45% of the chrysene, and 79% of the benzo(a)pyrene

were recovered in the sediment. Two specimens of A. pacifica were placed in

1/6 of the beakers, one each in 1/3 of the beakers, and none in the remaining

1/6. The water level in the tanks was continuously raised and lowered by a

clockwork mechanism to produce a simulated "tide" which left the surface of

the beakers uncovered for about 6 hours per day. This is similar to the tidal

regimen which this population encounters in its natural habitat.

Beakers containing two worms were removed after one and three days, and

those containing one worm after 7, 15, 30, and 60 days. Beakers containing

only sediment were removed after 30 and 60 days. Sediment cores were taken

from each beaker and frozen, and the remaining sediment was centrifuged for

30 minutes at 7500 g. The supernatant water was frozen for subsequent

filtration through .45µ filters. The worms were rinsed and frozen immediately

50



after removal from the sediment. They were later thawed and rinsed with hexane,

and their intestinal tracts were removed and slit open. The sediment within

their guts was removed, the interior of the guts was rinsed with hexane, and

the body wall and intestinal tracts were frozen together. When two worms were

placed into one beaker, their tissues were combined for analysis.

The methods used for extraction and analysis of the tissue and sediment

were the same as those described in Augenfeld, Riley, Thomas and Anderson

(1980), with one modification. Due to the very fine grain size and high

water content of the sediment, it was necessary to continue Soxhlet extraction

for two days instead of one.

RESULTS

Table 1 shows the particle size distribution and water content of the

sediments from the sites of origin of the Macoma and Abarenicola used in this

and in the previous experiment. Approximately one half of the particles

from both sites are fine sand, with grain size between 50 and 500 micra. In

the Macoma collecting area 49.5% are medium and coarse sand and gravel with

diameters greater than 500 micra. In the Abarenicola collecting area only

19.6% of the particles were in this range, while 28.2% were silt or clay

with grain size less than 50 micra. The fine grained sediment contained twice

as much water as the coarser material.

As Table 2 and Figures 1-3 indicate, the concentration of chrysene and

benzo(a)pyrene in sediment changed little during the course of the experiments.

The differences between the concentrations one day after and sixty days after

the initial measurements are less than the variations among replicate samples.

All the benzo(a)pyrene concentrations over this period are about 30% lower

than that measured initially. This finding, however, may be due to an

anomalously high initial measurement since the variation among replicates

of the measurement was four times as great as that of any of the others.

The weight of sediment in each beaker was about 1000 times as great as that

of the worms they contained. It was therefore possible for the animals

to accumulate substantial concentrations of PAH even though the concentrations

in the sediment did not decline measurably. The sediment concentration of

phenanthrene, by contrast to the two heavier compounds, did decline by

about 30% over the course of the experiment. The sediment PAH concentration

in beakers containing no worms did not differ significantly from those in

beakers with worms.
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Table 1. Particle size distribution and water content of sediments from Macoma

and Abarenicola habitats.

Table 2. Concentration of PAH in Abarenicola tissue and sediment (pmoles/g ww)
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Figure 1. Concentration of phenanthrene in Abarenicola tissue and sediment
(60-day exposure).
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Figure 2. Concentration of chrysene in Abarenicola tissue and sediment

(58-day exposure).

54



Figure 3. Concentration of benzo(a)pyrene in Abarenicola tissue and sediment
(60-day exposure).
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The concentrations of each of the PAHs in the worms' bodies reached

a peak fifteen days after exposure began. In each case the tissue levels

at this point were four to six times as high as the sediment levels at the

time. In the case of phenanthrene and benzo(a)pyrene the tissue levels

fell over the next 45 days to half of their peak values. After sixty days

only two to three times as much PAH was found in the tissues as in the

sediment. The tissue level of chrysene however decreased only slightly

and the tissue magnification factor hardly changed.

No polar metabolites of any of the three PAH compounds were found in

either sediment or tissues.

DISCUSSION

In the coarser, dryer sediment employed in the study of Macoma referred

to earlier, 92% of the added phenanthrene disappeared within 60 days, while

less than two thirds of the added chrysene and benzo(a)pyrene did so. In

the wetter, more fine-grained sediment occupied by Abarenicola all the

compounds were held more tightly. The most striking contrast with the earlier

findings lies in the fate of phenanthrene, 70% of which was still present

after 60 days. Negligible amounts of the two heavier compounds were lost

from this sediment. The considerably greater degree of retention is probably

due to the lower rate of circulation of water through fine sediments.

Examination of the initial uptake of PAH by Abarenicola shows a steadily

increasing concentration in the tissues, both in absolute terms and in proportion

to the sediment level. Two weeks after the first contact however, the levels

of phenanthrene and benzo(a)pyrene began to fall noticeably, even though

sediment levels remained high. The reduction in tissue level following a lag

period suggests the presence of an inducible enzyme system which could

transform PAH into water soluble metabolites that are more readily excreted.

Mixed function oxidases (MFO) such as aryl hydrocarbon hydroxylases (AHH)

capable of converting benzo(a)pyrene into polar metabolites have been found

in several polychaetes, e.g., Nereis sp. (Payne, 1977; Lee et al., 1979) and

Capitella capitata (Lee & Singer, 1979). Payne and May (1979) reported that

they could find no detectable AHH in another lugworm, Arenicola marina, nor

could they induce it by one week of exposure to ca. 3000 ppm Venezuelan crude

oil. This finding is consistent with the fact that Abarenicola accumulated

PAH in its tissue for two weeks before beginning to reduce their level,
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since it indicates that an extended period of exposure may be required to

stimulate AHH induction in lugworms.

The tissue level of chrysene remained essentially constant after

the first fifteen days of exposure. This might indicate that, since chrysene

is not as ubiquitous a compound as phenanthrene or benzo(a)pyrene, the MFO

system of invertebrates has not developed as rapid a response to its presence.

However, in Macoma chrysene also accumulated to a greater extent than either of

the two other compounds. Clams are generally held to have no or very low

levels of native or inducible AHH, and if this is the case, the higher levels

of chrysene in Macoma tissue probably do not reflect a lower effectiveness

in inducing enzyme formation. An alternate explanation for the higher level

of retention in both species might lie in an affinity between the molecular

structure of the compound and some component of invertebrate tissue.

If the effects of potential oil spills in areas inhabited by Abarenicola

on the worms' bioaccumulation of PAH are to be compared with similar effects

on Macoma, two factors which work in opposite directions must be balanced.

On the one hand, the compounds are retained longer in the fine-grained

sediment preferred by Abarenicola and are therefore more available for

transfer to the tissues, by ingestion or absorption. On the other hand,

the polychaetes are more capable of metabolizing and removing them from

the tissues. Table 3 summarizes the point at which the balance is struck

after 60 days exposure. It shows the ratio of labelled compounds found

in the tissues of the two species to the amount of each compound present

in the sediment on the first day of exposure. As can be seen, extended

physical retention of phenanthrene in sediment outweighs the physiological

ability of the worm to remove it during this time span. Since chrysene is

retained longer in its surrounding sediment and is not excreted effectively,

it too accumulates to a greater extent in Abarenicola than in Macoma. Only

benzo(a)pyrene which is retained somewhat more in coarse-grained sediment,

and is actively removed from Abarenicola tissue, is found in higher relative

concentrations in Macoma

Two points however must be remembered in comparing the two species as

depots of hydrocarbon pollutants. One is that the tissue levels found in

Macoma may have been reduced during the 24 hour depuration period needed

to purge their gut contents, while the Abarenicola were frozen immediately

after removal from the sediment, and their gut contents rinsed out
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Table 3. Ratio of tissue concentration of PAH after 60 days exposure to
sediment concentration of PAH one day after contamination.

Phenanthrene Chrysene Benzo(a)pyrene

Macoma .25 5.44 4.02

Abarenicola 1.58 7.80 3.03

subsequently. The other point is that the tissue levels of phenanthrene and

benzo(a)pyrene in the worms were declining at the 60 day interval, and a

continuation of this trend for another 70 days would eventually reduce their

body burden to sediment levels. In the clam, while phenanthrene was washed

out of both tissue and surrounding sediment there was no indication that

either chrysene or benzo(a)pyrene was released from the tissues. Therefore,

if the results of exposure of invertebrates to PAH after actual oil spills

resemble those found in this laboratory simulation, deposit-feeding bivalves

such as Macoma could be expected to concentrate both chrysene and benzo(a)-

pyrene to levels several times higher than those in the sediment, while

polychaetes such as Abarenicola would retain only chrysene. The worms seem

able to reduce their body burdens of phenanthrene and benzo(a)pyrene to

bakcground levels within about four months.
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III. BIOAVAILABILITY OF METALS FROM PETROLEUM-IMPACTED SEDIMENTS
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III-A:

BIOAVAILABILITY OF TRACE ELEMENTS FROM OIL-CONTAMINATED SEDIMENT

TO MACOMA INQUINATA AND PHASCOLOSOMA AGASSIZII

Numerous trace elements including heavy metals occur in crude oil at low

concentrations (Shah et al., 1970a, 1970b; Hitchon et al., 1975). Little is

known about the dynamics of petroleum-derived heavy metals in the marine

environment. Accumulation of specific heavy metals from sediment by benthic

organisms has been described in numerous studies (Bryan and Hummerstone, 1971,

1973a, 1973b; Renfro, 1973; Hess et al., 1975; Luoma and Jenne, 1975; Renfro

and Benayoun, 1975). The results, however, may not be directly applicable to

petroleum-sediment-organism interactions since organic coatings on the surface

of sediment particles can inhibit metals uptake (Luoma and Jenne, 1975). The

presence of petroleum may interfere with the "normal" uptake kinetics of heavy

metals from sediment. The low concentrations of trace metals in crude oil

(e.g., 24 µg/g in Prudhoe Bay crude oil) suggest that the contribution of

those metals to the environment will be very low. For example, sediment

contaminated with 2,000 µg/g Prudhoe Bay crude will contain approximately

0.048 µg total trace metals contributed by the oil, assuming that all the

metals in oil remain in the sediment. Compared to the normal levels of

trace metals in marine sediments, that from oil would be negligible. Feder et

al. (1976) were not able to detect any changes in sediment metals content as a

result of contamination by Prudhoe Bay crude oil. However, experimental

examination of the possible effects of oil on the uptake of trace metals has

not been reported.

The uptake of trace metals from sediment contaminated with Prudhoe Bay

crude oil has been investigated in two species of deposit-feeders: The

sipunculid Phascolosoma agassizii and the clam Macoma inquinata. The animals

were collected from intertidal regions of Sequim Bay and held at the Battelle

Marine Research Laboratory under raw, flowing seawater at approximately 10°C

and 30°/oo.

In the first experiment individuals of Phascolosoma agassizii were

exposed to oil-contaminated sediment (ca.2000 µg/g) prepared by mixing sand and

oil in a cement mixer. Exposures were conducted in sediment trays immersed in

holding tanks containing flowing seawater. Animals were sampled after 1, 7,

and 14 days of exposure and after 14 days depuration. Whole animals or tissue
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homogenates were dried and analyzed by x-ray fluorescence. Secondly, Macoma

inquinata were exposed for 2 weeks to oil-contaminated detritus. Fifteen g of

oil-contaminated detritus (2000 µg/g) were supplied initially and on the

seventh day of exposure. Clams were sampled at the end of exposure, allowed

to depurate gut contents for 24 h, then dried. Tissue from 10 clams was

pooled and analyzed by x-ray fluorescence.

A separate experiment was conducted to determine natural variability of

trace metals in Macoma inquinata. Immediately following collection, 100

clams were placed in clean, flowing seawater for 5 days to allow depuration

of gut contents. The clams were then dried and analyzed for trace metals

by x-ray fluorescence. Ten samples of 9 to 10 clams each were analyzed.

Two samples of Prudhoe Bay crude oil were analyzed by neutron activation

analysis. The concentrations of trace elements are presented in Table 1.

Only four elements, vanadium, cobalt, zinc, and bromine, were present at

levels above detection limits. The total concentration of trace elements

was approximately 24 µg/g.

Several difficulties arose in the experiment designed to assess uptake

of trace metals by Phascolosoma agassizii. Primary among these was the fact

that the exposure sediment became anaerobic in the early stages of exposure,

and exposed worms crawled onto the sediment surface. Therefore, worms may

have been releasing to seawater rather than taking up metals from sediment

during the exposure period. Such observations may account for the decreasing

levels of compounds such as chromium, manganese, and nickel during exposure.

Most were present at levels below those of the sediment, although a few such

as nickel, copper, zinc, and manganese, were elevated compared to sediment

concentrations. No discernible differences were observed between control

and exposed groups. Values for aluminum, silicon, and titanium can be

attributed to metals associated with sediment in the gut (Table 2).

Levels of trace metals in Macoma inquinata (Table 3) were generally

similar to those of Phascolosoma agassizii, with a few exceptions:

concentrations of chromium, manganese, iron, and nickel were substantially

lower in M. inquinata despite the fact that the concentrations of the latter

three metals in the respective sediment of the two species were quite

similar. Nickel, zinc, and selenium were more concentrated in clam tissue

than in sediment. Oil exposure did not affect metals concentrations in M.

inquinata. With the exception of titanium and lead, individual variability
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Table 1. Trace element concentrations in Prudhoe Bay crude oil. Samples
represent oil from two different barrels and were analyzed by
neutron activation analysis.
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Table 2. Uptake of trace elements by Phascolosoma agassizii exposed to
oil-contaminated sediment.
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Table 3. Uptake of trace elements by Macoma inquinata exposed to oil-
contaminated detritus (ca. 2000 µg/g total hydrocarbons).
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was relatively low for all metals (Table 4) (combined coefficient of

variation = 12.3 ± 5.5 S.D.). Titanium was most likely to be associated

with sediment remaining in the gut and would therefore be more likely to

exhibit a degree of inconsistency. Concentrations of lead approached

detection limits of the technique. Only three samples possessed measurable

quantities of lead. Only the values for chromium and manganese in the

previous experiment fell outside the 95% confidence limits determined in

this study.

Since it is possible that x-ray fluorescence techniques may not detect

small changes in the tissue content of certain heavy metals, the use of

radio-labelled detritus and oil, which would be produced by neutron-activation

of these substances, was suggested. By generating gamma-emitting isotopes

from the metals contained in the oil and associated with the detritus, very

small amounts of isotopes transferred from these substances to the

detritivores could be measured. In the fall of 1977 samples of oil and

detritus were subjected to neutron-activation, and the products were

measured for isotope content and activity. Because the concentration

of metals in the oil was so low (Table 1) and the specific metals present

did not lend themselves to use in this experimentation, the activated oil

was not utilized.

The detritus, however, did possess at least four gamma-emitting isotopes

which exhibited activities and half-lives suitable for use in experimentation.

In January of 1978, a preliminary experiment was conducted to evaluate the

uptake of isotopically labelled heavy metals by the clam Macoma inquinata.

Activated natural detritus was mixed with fresh cold detritus (1:10) and the

mixture was "aged" in seawater at 10°C for four days. The final product

was then filtered on #42 Whatman paper, and divided into two halves. The

oil-impacted portion received a calculated 2000 ppm of PBC contamination

by the methods described earlier under hydrocarbon exposure. The non-oiled

portion received only one ml of ether used as a carrier in the oiled sample.

These two samples of activated detritus were placed on the bottom of two

separate 5-liter aquaria, and low aeration was supplied. Ten marked clams

were placed on the substrate of each tank, and then a basket containing an

additional five clams was suspended in the water column above the other

animals. The exposure continued for one week, followed by a depuration

period of two days. During the exposure, water and clam samples were
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Table 4. Analysis of trace elements in Macoma inquinata by x-ray
fluorescence. Estimation of sample variability.
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counted at 1, 3, and 7 days, and animals were also counted after depuration.

It was possible to utilize a small number of animals since they could be

counted alive and placed back in the aquarium. The same groups of five

individuals were counted together, and the configuration within the counting

chamber was kept constant. After the one-week exposure and final counting at

Sequim for total gamma activity, five of the ten animals on the bottom of

each aquarium were transferred to clean water with clean detritus for two

days depuration. The remaining five in each group were removed from the

shell, and both tissue and shell were analyzed in detail at the Richland

laboratory of Battelle, Pacific Northwest Laboratories. The same procedure

was used on the 2-day depurated groups and the two groups of five suspended

above the detritus. The determinations of total gamma activity and specific

isotope content of the various groups and samples are shown in Tables 5 and 6.

During the one-week exposure, the oiled detritus decreased in total

hydrocarbon concentration from 1755 ppm to 1138 ppm. The gamma

activity associated with the water above the detritus (both oiled and non-

oiled) was primarily in solution and was of significant magnitude, except

on day 3 (Table 5). Counts generally present in the 200-ml water samples

were about twice as high as those found in the clam tissues after seven

days of exposure to detritus (200). Clams suspended above the substrate,

where activity could only be obtained from the water and very fine

suspended particles, exhibited rather consistent counts between 34 and

79. The shells of clams living on the bottom of both aquaria (oiled and

unoiled detritus) had a total activity of 35 counts/g (per 40 min). Two

days of depuration in clean water and detritus reduced all counts, including

those clams on and above detritus, with and without oil and shells, to a

range of 23 to 52 (Table 5). Since the shell alone gave a count of 28, it is

apparent that uptake by clam tissue was extremely small, if present at

all.

Samples taken on the seventh day of exposure and after two days of

depuration were analyzed for content of specific radioisotopes (Table 6.)

It is clear that the detritus contained sufficiently high amounts of

these four isotopes to provide the organisms with an opportunity to

exhibit uptake. More [superscript]60Co than other metals was found in the water, but

it amounted to only 1% of the detritus activity. The Zn in water equalled

about 4% of its detrital concentration. There are no apparent differences
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in the metal contents of clams between the oiled and non-oiled groups,
but the sub-groups living above the detritus both exhibited lower contents.
Depuration for two days reduced the levels to those of the clams living above
the substrate, which were approximately equal to those associated with the
shells of those living on the detritus.

It is interesting to note that when the Zn counts in the tissues are
converted by use of the Zn specific activity, the amount of Zn accumulated
by Macoma represents only about 0.1% of the total Zn found in freshly
collected animals. These findings make two facts apparent. First, no other
means of analysis would ever detect uptake of Zn at this very low level; and
secondly, a short depuration reduces tissue levels to approximately the
same activity associated with shell material.

A final experiment was planned using detritus containing a larger number
of isotopes and higher specific activity. The results of this study are
described in the next section of this report.

Table 5. Uptake of total gamma-labelled trace metals from detritus by Macoma
Values are counts per 40 minutes per gram (tissue) or per 200 ml
(seawater).



Table 6. Uptake of specific radio-labelled trace metals from detritus by

Macoma. Values are counts per 1000 minutes per gram detritus

or tissue and per 200 ml seawater.
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III-B:

UPTAKE OF TRACE METALS BY THE CLAM MACOMA INQUINATA

FROM CLEAN AND OIL-CONTAMINATED DETRITUS

by

E. A. Crecelius, J. M. Augenfeld, D. L. Woodruff, and J. W. Anderson

Battelle Pacific Northwest Laboratories
Marine Research Laboratory

In recent years there has been increasing concern about the entry of

petroleum hydrocarbon (PHC) into the marine environment and the effects of

such entry on the composition and functioning of the marine ecosystem. Few

reports have been published on the possible effect of oil on the uptake of

metals from water or sediments by animals. The possibility of such effects

is indicated by the work of Fletcher et al. (1979), who showed that crude oil

causes a reduction in blood plasma copper concentrations in fish, and Payne

et al. (1978) who reported that petroleum affected chloride regulation in

fish. Luoma and Jenne (1977) have shown that the availability of sediment-

bound metals to a deposit-feeding clam depended on the metal-sediment

association and sediment-to-water desorption rate.

Here, we exposed a detritivorous clam, Macoma inquinata, to clean and

oil-contaminated detritus to determine the effects of the oil on metal

accumulation. To measure the uptake of metals, clams were exposed to

neutron activated detritus and the uptake of several isotopes ([superscript]51Cr, [superscript]60Co,

[superscript]152Eu, [superscript]59Fe, [superscript]46Sc, and [superscript]65Zn) measured in the clams.
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MATERIALS AND METHODS

Preparation of detritus

The term "detritus" as used in this paper is defined as the suspended

matter in Sequim Bay water that settled out in the head tanks of the laboratory

flowing seawater system. The element composition of this detritus is similar

to both that of Sequim Bay fine grained sediment and shale (Vinogradov, 1962).

Detritus was collected from the bottom of head tanks through which raw

Sequim Bay seawater had passed. Dried detritus was neutron activated for two

hours at a neutron flux of approximately 1 x 1013 n cm-² sec-¹, and stored

for three months to allow activity to be reduced through radioactive decay.

Six g dry weight (d.w.) of neutron activated detritus was added to 100 g wet

weight of untreated detritus in 1 L of sea water, and the mixture was shaken

by hand for 1 minute. The resulting slurry was aerated for five days at 13°C,

then filtered onto #42 Whatman paper and the detritus divided into two portions

of approximately 60g each. Enough Prudhoe Bay crude oil to produce a

concentration of 1000 ppm oil in 60g of the detritus was dissolved in 1 ml of

ether. The ether-oil mixture was then added to 100 ml sea water containing

60g of detritus. To the second 60 g portion of detritus was added 100 ml

seawater and 1 ml ether without oil. Each portion of detritus was shaken 4

minutes, filtered again, and samples of the detritus removed for gamma

counting.

Exposure system

The exposure system was designed to expose clams to either oiled or non-

oiled detritus, and also expose other clams to only water-borne materials

defined as less than 100 µm in diameter. The exposure system consisted of
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two 4 L aquaria that had been divided into two equal compartments. Oiled or

non-oiled detritus was placed in one compartment of each aquaria and 2 L

seawater added to each compartment. Water was pumped from the compartment

containing detritus through a 100 pm mesh nylon screen into the adjacent

compartment. Water returned to the detritus containing compartment by gravity

flow over a separating barrier. The clams were dug and stored in a flowing

aquarium without food, for two days before the experiment began. Thirty clams

were placed in each of the four compartments. To maintain a constant

temperature the aquaria were placed in a 13° water bath.

This system provided for the exposure of clams to detritus and water-

borne materials (<100µm) on one side and only water-borne materials (<100µm)

on the other. The pump system provided the necessary aeration without

agitating the detritus enough to suspend it in the water column. There was a

small amount of solids that accumulated on the bottom in the filtered compartment.

These were removed periodically by gentle suction and returned to the compartments

with detritus.

Groups of five clams were removed from each compartment after 2, 4, 8,

and 15 days of exposure. They were opened, and the meat and shells were

rinsed in fresh sea water. If needed, shells were scrubbed before being

opened to remove adhering detritus. The meat and shells of each group were

dried to constant weight at 80°C. One-hundred ml samples of sea water were

taken from the filtered compartment after 2, 8, and 15 days and evaporated

to dryness for counting. Samples of oiled and non-oiled detritus were removed

and dried on the 15th day of exposure, for gamma counting.

After 15 days of exposure, the remaining clams were transferred to

depuration tanks with clean water and non-labelled detritus, both of which

were replaced after 2 and 4 days. Groups of five clams were removed
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after 2 and 8 days of depuration and prepared for counting. All meat and

shells from 1 group were pooled. The gamma activity of samples of detritus,

meat, shells, and residue from evaporated sea water was measured on a

Ge(Li) diode.

Data treatment

The numbers of net counts at energy levels corresponding to [superscript]51Cr, [superscript]152Eu,

[superscript]46Sc, [superscript]59Fe, [superscript]65Zn, and [superscript]60Co were calculated and corrected for the rates of

decay of each isotope to determine the count rate/g d.w./1000 minutes at the

time each sample was removed from the experiment. The relation between the

corrected isotope count and the actual amount of metal present was

established by reference to the known metal content of the detritus. These

values had been established in this laboratory for K, Ca, Ti, V, Cr, Mn, Fe,

Cu, Zn, Se, Pb, and As, by x-ray fluorescence. The elemental values we

measured agreed with the trace metal concentrations in shale as reported

by Krauskopf (1967); taken from Vinogradov (1962). Since the elemental

composition of the collected detritus was similar to that of shale, we used

the levels of Eu, Sc, and Co in shale in calculations to determine the

amount of metal originating from detritus that was present per g clam meat or

shell, or per ml sea water.

Since the clams that were removed from the aquaria during the exposure

had not been depurated to purge their intestinal tracts before they were

shucked and dried, it was necessary to partition the total isotope content

of each metal in meat samples into that portion which was in transit through

the animals' digestive systems at the time of sampling and that which had

passed through the gut wall and been incorporated into the tissues. This

partitioning was made possible by the presence of [superscript]46Sc and [superscript]152Eu in the
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detritus. Based on work by Palumbo (1963) and Peters and Hoss (1974) there

is good reason to believe that these two elements, as a result of their

chemical form and insolubility, are absorbed very poorly if at all from food

into animal tissue. The amount of detritus localized in the gut lumen was,

therefore, taken to be equal to the amount of shale which would contain the

scandium present in the entire sample. The amounts of other metals localized

in the gut were calculated by multiplying the concentration of each metal in

shale by the calculated quantity of detritus in the gut. To determine the

amount of each labelled metal in tissue, the amount present in the gut was

subtracted from the total amount present in the sample.

One example of this treatment of the data is given here:
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RESULTS

The only metal which appeared consistently at detectable levels in sea

water was cobalt, whereas Cr, Eu, and Sc appeared sporadically and no Fe or

Zn were detected. As shown in Table 1, the amount of Co released to the sea

water by oiled and non-oiled sediment did not differ.

Table 1. Co content of filtered sea water (µg x 10[superscript]-5/ml).

Days Exposure Oiled Non-oiled

2 5.1 4.5

8 4.15 no sample

15 6.0 5.5

The detrital contents, as calculated from the scandium levels of the

samples, indicated that the clams fed during the first two days of direct

exposure to detritus, and the net amount of food in their digestive tracts

declined thereafter as shown in Table 2 and Figure 1. On day 2, in the

absence of oil, 25.6 mg/g of body d.w. was composed of detritus. In the

presence of oil only one half as much food was ingested initially and it was

lost at a greater rate than in the non-oiled clams.

In the filtered compartment of the aquarium to which no oil had been added,

less than one tenth as much scandium labelled material, assumed to be detritus,

was taken up initially as in the non-oiled detritus compartment. The Sc level

in clams in the filtered compartment declined more slowly and irregularly than

that in clams in the detritus compartment. Clams receiving filtered water from

oiled detritus took in about as much food as the non-oiled controls.
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Figure 1. Detritus (mg/g) ingested by Macoma inquinata.
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Following the transfer of clams to tanks containing non-labelled

detritus, part of the radioactive material was quickly lost from the gut,

but a fraction, on the order of one to ten percent of the originally ingested

material, remained at the end of eight days.

Table 2. Calculated weight of detritus (mg/g d.w.) in Macoma inquinata.

Days Exposure Non-oiled Oiled Non-oiled (filtered) Oiled (filtered)
2 25.7 13.5 1.53 1.99
4 14.2 8.31 0.96 0.57
8 10 2.97 1.52 0.37
15 6.2 1.07 0.88 0.38

Days Depuration
2 1.1 0.88 0.22 0.14
8 0.37 0.24 0.15 0.14

Table 3 shows the amounts of Zn and Co per g d.w. incorporated into Macoma

tissue. Chromium was detected in only three clam samples. The levels of Eu

present in the total samples differed from the amounts calculated to be in the

detritus by less than 10-2 µg/g in all but one case. Probably, these small

differences were artifacts produced by the random nature of the gamma-emitting

process, and europium, like other rare earths, is not absorbed from the

gut. Similarly, the apparent net uptake of iron was so irregular and

represented such a small proportion of the iron present in the detritus that

it does not provide firm evidence that any iron was taken into the tissue.

Figures 2 and 3 show the amounts of Co and Zn incorporated into Macoma

tissues during two weeks exposure to labelled detritus and one week depuration.

Those organisms which received their metal through the water column or on very

fine particles incorporated nearly identical amounts whether oil was present
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Table 3. Zn and CO (µg/g d.w. tissue) incorporation into Macoma inquinata
exposed to oiled and non-oiled detritus.
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Figure 2. Incorporation of radiolabelled zinc into Macoma tissue.
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Figure 3. Incorporation of radiolabelled cobalt into Macoma tissue.
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or absent. Those which had direct access to detritus incorporated the same

amounts early in the exposure period, but later the oiled animals took in

less. This difference is probably due to the fact that less oiled than

non-oiled detritus was ingested and, therefore, a smaller amount of labelled

metal was available for absorption across the walls of the intestinal tract.

The only metal to appear consistently in the shells was cobalt. Its

concentration there was of the same order of magnitude as in the clam meat.

There was no indication that more cobalt was taken into the shells from

oiled than from non-oiled detritus.

DISCUSSION

The detritus on which the clams fed in this experiment was approximately

the same material they ingest in nature. There is, therefore, no reason to

believe that the concentrations of metals in their food were any higher during

than before the experiment or to expect a net increase in metal concentration

in the controls, i.e., those animals exposed to non-oiled detritus. The fact

that labelled Zn and Co appeared in the controls indicates that a more or

less rapid exchange takes place between the metals in the tissue and those in

the food or water. The persistence of some labelled metals during the period

of depuration may be caused by the retention of old material in the animals'

gut after their transfer to clean aquaria.

The normal tissue zinc concentration of Macoma is about 200 ppm. The cobalt

concentration is not known, but probably resembles that of other bivalves

from unpolluted waters, which is on the order of 0.5 ppm. Thus, the amount

of labelled zinc and cobalt taken in by non-oiled Macoma in two weeks,
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presumably replacing metals lost to the environment, amounts to about 1%

and 30%, respectively, of their normal metal pool. If hydrocarbons enhanced

the rate of uptake of metal from detritus, then oil-exposed animals would be

expected to accumulate metals from the detritus at a faster rate than

that at which they lost them to the environment and so to exhibit a greater

increase in radioactivity than is found in the non-oil exposed clams. This

was not the case, since the net amount of radioactivity incorporated into the

tissues of oil-exposed clams over time was less than that in the tissues of

clams exposed to non-oiled detritus. This reduction in metal uptake by tissue,

however, does not imply that PHCs reduce the ability of Macoma to absorb metals

from detritus, but that PHC reduces the feeding rate of exposed clams.

There seem to be no grounds for believing that exposure to 1000 ppm

PHC either increases or decreases the rate at which Macoma absorbs metals,

except through a reduction in the rate of food intake. This conclusion

is supported by the fact that in the filtered compartment of the aquarium,

where the absolute differences between food intakes of oiled and non-oiled

animals were less and where more of the metals were probably taken in

via the water column, the amounts incorporated by the two groups were

quite similar. The results of this experiment therefore indicate that, while

the presence of crude oil in sediment may affect the clams' condition through

its effect on their feeding behavior, it is not likely to increase the risk

of heavy metal toxicity to the population. However, PHC contamination of

sediment could alter patterns of metal transfer in the marine benthic

community and change the food web due to changes in feeding behavior.
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IV-A:

EFFECTS OF PRUDHOE BAY CRUDE OIL CONTAMINATED SEDIMENTS

ON PROTOTHACA STAMINEA (MOLLUSCA:PELECYPODA):

HYDROCARBON CONTENT, CONDITION INDEX, FREE AMINO ACID LEVEL

by

J. M. Augenfeld, J. W. Anderson, D. L. Woodruff, and J. L. Webster

Battelle Pacific Northwest Laboratories

ABSTRACT

Protothaca staminea and Macoma inquinata were exposed to sediment

contaminated with 1237 ppm Prudhoe Bay crude oil in the field. Eighty-five

percent of the Protothaca and 17% of the Macoma survived 54 days exposure.

Body burdens of saturate and di- and tri-aromatic hydrocarbons were less than

2 ppm and quite variable. The condition index of Protothaca was reduced by 6%

by exposure to oil. The level of free glycine in mantle, gills and adductor

muscle did not change significantly, but the taurine level fell, leading to a

decrease in the taurine:glycine ratio. It was concluded that Protothaca, a

filter feeder, is affected less severely by oil pollution than Macoma, a

detritivore, perhaps because the feeding activity of filter feeders is

inhibited less.
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INTRODUCTION

Roesijadi and Anderson (1979) reported that exposing the deposit-feeding

bivalve, Macoma inquinata to oil-contaminated sediment resulted in reduced

survival, reduced condition index (CI), and reduced levels of free amino acids

(FAA), principally glycine, in the gills, mantle, and adductor muscle.

Roesijadi, Anderson, and Blaylock (1978) had found this species to accumulate

substantially larger amounts of diaromatic hydrocarbons from sediment than the

filter-feeding bivalve, Protothaca staminea. An experiment has been

undertaken, using more severe exposure conditions, in order to examine a wider

range of petroleum hydrocarbon (PHC) compounds taken up by the two species and

to compare the physiological impact of exposure on P. staminea with that on

Macoma.

METHODS

P. staminea, M. inquinata, and the sipunculid Phascolosoma agassizi, in

addition to sediment, were collected from the protected side of a sand spit at

the mouth of Sequim Bay, Washington State, U.S.A. The animals were kept under

running seawater at about 10°C and 30 parts per thousand (‰) salinity for

six days before use. The sediment used was that from the animal collection

site which passed through a 6 mm mesh screen. Ninety-eight ml of Prudhoe Bay

crude oil was emulsified in a blender with two 500 ml portions of sea water.

The oil and one A sea water were added to 42 kg of sieved sediment in a cement

mixer and mixed for one hour. The oiled sediment was flushed three times with

sea water while in mesh bottomed trays, 25 x 47 x 12 cm in size. Unoiled

control sediment was similarly treated. Sediment samples were taken for

determination of initial total hydrocarbon content by IR spectrophotometry

(API, 1958). Initial control groups of clams were taken for condition index
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and free amino acid determinations by the methods of Roesijadi and Anderson

(1979), and the remainder were placed in the sediment trays. Thirty

Protothaca were placed in each of three control and three oiled trays. Thirty

Macoma and 30 Phascolosoma, a detritivorous sipunculid worm, were placed in

one oiled tray, and 20 Macoma and 30 Phascolosoma in one control tray. On

January 11, 1978 the trays were placed in the low intertidal zone in the area

from which the animals and sediment had been collected.

On March 6, 1978 the trays were removed, and the total hydrocarbon

content of the sediment was determined by IR spectrophotometry. Surviving

animals were counted, left overnight in running sea water to allow their

intestinal contents to be cleared, and frozen at -65°C. Two Macoma, three

Protothaca, and samples of the sediment were taken for analysis of individual

hydrocarbon compounds by glass capillary gas chromatography (Warner, 1976).

Condition indices and free amino acid levels of control and exposed Protothaca

were determined by the methods of Roesijadi and Anderson (1979). Condition

indices were calculated according to the formula:

g ash free dry weight[divided by]
C. I. = cm shell length X 1000

RESULTS

Initially the oiled sediment contained 1237 ± 112 ppm hydrocarbons (n =

4), and the control sediment 10 ± 11 ppm (n = 2). After 54 days exposure 850

± 17 ppm (n = 4) remained in the contaminated trays. In the control trays 82

out of 90 Protothaca (91%), all 20 Macoma (100%) and 11 out of 30 Phascolosoma

(37%) remained. In the trays containing oiled sediment 77 out of 90

Protothaca (85%), but only 5 out of 30 Macoma (17%) and no Phascolosoma were
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recovered alive. The more mobile worms may have migrated from the oiled

environment, but the missing clams presumably died. As Table 1 shows, in

control animals the level of PHC compounds is below the limit of detection.

The PHC content of exposed animals was less than 2 ppm and highly variable

within each species. The mean content of the two Macoma tested was twice that

of the three Protothaca examined. The most consistent and marked contrast

between the two species was the naphthalene level, which was an order of

magnitude higher in Macoma.

A difference, significant at the .01 level, was found between the mean

condition indices of exposed and control Protothaca (Table 2). There was a

decrease of similar proportion among control animals between the beginning and

end of the exposure period, but it was not statistically significant. Analysis

of the free amino acids in gill, mantle, and adductor muscle (Table 3) showed

reductions, significant at the .01 level, in the contents of alanine,

histidine, and leucine in controls at the end of the experiment, compared to

initial controls. The total FAA content however rose over this period, due to

a 29% increase in the level of taurine. Comparison of control and exposed

animals taken after 54 days in the field showed highly significant reductions

only in the levels of lysine and taurine. The latter was quite variable,

being almost absent in some exposed clams. There was a highly significant

difference in total amino acid content between the two groups, two thirds of

which was accounted for by the decline in the mean level of taurine.

DISCUSSION

In June, 1977 Roesijadi and Anderson (1979) exposed M. inquinata to

sediment initially containing 1144 ± 47 ppm hydrocarbons. Their exposure

period lasted 38 days, during which time the petroleum hydrocarbon (PHC)
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Table 1. Glass capillary gas chromatographic analyses of petroleum hydrocarbons
content (pg/g) in Macoma and Protothaca tissue and sediment after 54
days exposure to oil-contaminated sediment.

95



Table. 2. Condition indices of initial control, field control, and exposed
Protothaca staminea.
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content declined to 364 ± 66 ppm. These conditions were obviously less severe

than our winter exposure of 54 days, during which the PHC level remained above

800 ppm. The lesser severity is reflected in the fact that in the earlier

experiment 59% of the exposed Macoma survived while only 17% did so in this

experiment. Earlier, Roesijadi, Anderson and Blaylock, (1978) had exposed

Phascolosoma agassizi for 60 days to sediment containing 887 ppm PHC at the

beginning and 420 ppm at the end of the period. Their experimental animals

survived and remained in their trays, while the sipunculids exposed here

either died or migrated out. This contrast also indicates the greater

stressfulness of the present exposure. Nevertheless, even under the present

harsher conditions 85% of the exposed Protothaca survived.

The number of Macoma surviving the winter exposure was too small to allow

comparisons to be made of sublethal physiological effects with those on winter

exposed Protothaca. These Protothaca apparently were affected less intensely

than the surviving summer exposed Macoma of Roesijadi and Anderson (1979).

Thus the average condition index of Macoma inquinata exposed to oil-

contaminated sediment for 38 days in June, 1977 was 16% lower than that of

control animals (Table 4). By contrast, the condition index of Protothaca

exposed in January 1978 was only 6% less than that of the controls. Since it

is not likely that the shell length of any individual animal changed

significantly during the course of the experiment, the condition indices are

directly proportional to the ash free dry weights. The decline from control

levels by exposed Protothaca was only one third as large as that exhibited by

exposed Macoma. This indicates that the former were not forced to draw on

their stored reserves for nutrition to as great an extent as the latter. That

the absolute value of the CI of control Protothaca is substantially higher
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Table 4. Survival and condition index of Macoma and Protothaca after exposure
to oil-contaminated sediment.
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than that of control Macoma is due to the fact that Protothaca is wider in

proportion to its length than Macoma. Therefore, in animals of equivalent

nutritional status a given unit of shell length corresponds to a larger volume

of flesh for Protothaca.

The changes found in free amino acid levels in the tissues of Protothaca

differ from those reported in other bivalve species under stress. Roesijadi

and Anderson (1979) found a pattern in Macoma resembling the stress syndrome

described by Bayne et al. (1976) in Mytilus edulis. In their exposed animals

the average level of glycine was reduced to 62% of that in the controls, while

the taurine level stayed constant, leading to an increase in the taurine:

glycine ratio. Jeffries (1972) reported a drop in glycine level in stressed

Mercenaria mercenaria accompanied by an increase in taurine levels, again

leading to an elevated taurine:glycine ratio.

In the Protothaca exposed in this experiment the reverse was found. The

mean glycine level of exposed clams did not differ significantly from that of

controls, but the mean level of taurine was reduced by 58%, leading to a

decline in the taurine:glycine ratio. Table 5 compares the relevant data.

The significance of the decline in taurine is not clear at this time, since

its only known role in the metabolism of marine invertebrates is to function

in osmoregulation. There is no reason to suspect any difference between the

salinity level of the water surrounding the oil-exposed and the control

groups. However, there is some evidence to indicate that the taurine levels

of Protothaca tissue may fluctuate as a result of conditions not related to

stress or osmoregulation. Roesijadi (1979) reported that holding Protothaca

in the laboratory for 26 days under constant temperature and salinity resulted

in a significant decrease in the taurine level of the gills while the glycine

levels remained constant. Stress, in the form of addition of up to 155 µg/Q

99



Table 5. Free amino acid content (µmoles/g) of Macoma and Protothaca.
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of Na hypochlorite led to a significant decrease in the concentration of

glycine but not of taurine (Roesijadi, 1979).

In view of these data, which indicate that taurine levels may change in

this species for unknown reasons, it may be more useful to consider the

changes in other free amino acids, especially glycine, as indicators of

stress. There is only a slight, statistically insignificant, decrease in the

glycine levels in the oil-exposed Protothaca. This response, together with

the smaller decrease in condition index and the higher rate of survival, all

support the conclusion that the suspension feeder Protothaca is less

vulnerable to oil-contaminated sediment than the deposit feeder Macoma.

It is difficult to relate this lower vulnerability to a lower body burden

of PHC except in the case of naphthalene. Roesijadi, Anderson, and Blaylock

(1978) pooled their samples of exposed Macoma and found the level of total

diaromatics to be an order of magnitude higher than in exposed Protothaca. If

the same procedure had been followed in this work, a qualitatively similar

difference would have been found for all aromatics, though of smaller extent.

However, one individual exposed Macoma contained lower levels of most hydro-

carbon compounds examined than some exposed Protothaca, in agreement with the

findings of Roesijadi and Anderson (1979) who found quite low levels (.08

µg/g) of diaromatics in their exposed Macoma. Comparison of body burdens of

individual PHC compounds with corresponding levels in the sediment showed no

trend toward tissue magnification except in the case of methyl phenanthrene.

Other triaromatics and a few diaromatics approached equilibrium with the

sediment levels, while most diaromatic and saturate concentrations are one to

two orders of magnitude lower in tissue than in sediment.

From these few analyses there was only a slight difference in the level

of hydrocarbon accumulation in the tissues of the two species, while there are
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clear differences in the severity of physiological impact of oil pollution.

Therefore, these data are not sufficient to support the hypothesis that the

impact of oil pollution on the survival and physiological state of intertidal

bivalves results directly from the toxic effects of hydrocarbon compounds. It

is possible that the effects noted are instead the result of a decline in

feeding activity induced by the oil. Gilfillan et al. (1977) reported a

negative correlation between carbon flux and tissue aromatic HC content in Mya

arenaria collected from sites contaminated by an accidental oil spill. Stegeman

and Teal (1973) found that Crassostrea virginica reduced its production of

faeces and pseudofaeces in proportion to the hydrocarbon concentration in the

surrounding water at concentrations between 100 and 400 µg/1. In our labora-

tory, Augenfeld, Anderson and Crecelius (in preparation) observed a 50% de-

cline in detritus intake by Macoma presented with food tainted with Prudhoe Bay

crude oil. Augenfeld (1980, in press) reported an 80% decrease in sediment

egestion rate by Abarenicola pacifica, a deposit feeding polychaete, in heavily

contaminated sediment. Gordon, Dale and Keizer (1978) noted a decrease of up

to 93% in the sediment-working rate of the similar form Arenicola marina in

the presence of 275 ppm oil in sediment. The material taken in by filter

feeders is in less direct contact with oil associated with sediment than the

food taken in by deposit feeders. As a result, Protothaca may have been

inhibited in its feeding activity to a lesser degree than Macoma. The

enhanced survival and reduced level of stress shown by the former may thus be

the direct result of a superior nutritional status.
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IV-B:

EFFECTS OF PRUDHOE BAY CRUDE OIL CONTAMINATION

ON SEDIMENT WORKING RATES OF ABARENICOLA PACIFICA

by

J. M. Augenfeld

Battelle Pacific Northwest Laboratories

ABSTRACT

Lugworms (Abarenicola pacifica) were exposed to sediment containing

250 to 1000 ppm Prudhoe Bay crude oil. At concentrations of 500 and 1000

ppm the rate of feeding, as measured by faecal production, was reduced by

70%. Smaller control animals turned over more sediment in proportion to

their body size than larger ones. Exposure to oil at high levels abolished

this difference by greater depression of the rate of faecal production

by smaller individuals.

INTRODUCTION

Accidentally spilled petroleum hydrocarbons (PHCs) which impact fine-

grained sediments in intertidal zones may remain in situ for periods of

years (Mayo et al. 1978; Teal, Burns & Farrington, 1978), resulting in

long-term effects on local populations (Krebs & Burns, 1977). One factor

which may contribute to this persistence is the existence of anoxic conditions

at depths of more than 1 cm below the surface of these habitats (Teal &

Kanwisher, 1961; Pamatmat, 1968; Hylleberg, 1975). ZoBell (1964) has reported

that PHCs are degraded at much slower rates in anaerobic sediments than under

aerobic conditions.
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The burrowing and feeding activities of certain organisms transport

sediment from the lower anoxic areas to the surface, where aerobic microbes

can metabolize hydrocarbons more rapidly. One such organism which occurs

in high densities in fine-grained sediment along the shores of the North

Pacific is the sedentary polychaete worm, Abarenicola pacifica Healy &

Wells. Hobson (1967) has calculated that a population of A. pacifica

located in False Bay, San Juan Island, Washington State, U.S.A., could move

all the sediment in the upper 10 cm of the area they inhabit to the surface

in a little more than two years. Their activity could aid in the recovery

of intertidal zones from the effects of oil pollution if they can continue

to feed in contaminated sediment.

Gordon, Dale & Keizer (1978) reported that exposure in the laboratory

to No. 2 fuel oil, Venezuelan Bunker C., South Louisiana crude, Kuwait crude

oil, or to sediment which had been impacted by an accidental spill of Bunker

C led to reductions of 51% to 82% in sediment-working rates of Abarenicola

marina L. This species is found in sandy beaches on both sides of the North

Atlantic and is closely related to A. pacifica. Gordon et al., found that

direct contact with sediment containing oil at concentrations as low as 153

ppm for as little as 5 days caused some of their worms to surface, and some

died at concentrations of 275 ppm.

In our laboratory A. pacifica has been found to tolerate direct contact

with sediment containing 1000 ppm of Prudhoe Bay crude oil (PBC) for more than

three weeks. It therefore seemed possible that the mud-dwelling Pacific

species is more tolerant of oil contamination than the sand-dwelling Atlantic

species. An experiment was designed to learn whether contamination of their

habitat with various levels of PBC would reduce the amount of sediment which

A. pacifica transports to the surface. This experiment made use of the fact
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that the worm deposits its faeces in easily recognizable coils around the

entrance to its burrow.

MATERIALS AND METHODS

Forty specimens of A. pacifica and 12 kg sediment were collected from

the high intertidal region of an almost enclosed lagoon adjacent to Sequim

Bay, Washington State, U.S.A. The upper 10 cm of the sediment consisted of

very fine-grained, semi-liquid mud, and a layer of firmer fine-grained sand

lay beneath. In the laboratory the worms were kept in sediment under running

sea water at 10°C and 30‰ salinity.

Sediment (2.5 kg wet wt.) consisting of equal volumes of the mud and

sand strata, was placed in each of four cylindrical metal containers of 3-

liter capacity. Three different volumes of PBC (.625, 1.25 or 2.5 g) were

added to three containers, and the contents of each, including the unoiled

control, were stirred 6 minutes with a motor-driven impeller. Previous trials

with the dispersion of radio-labelled material have shown this time period

to a be adequate for thorough mixing. The resulting mixtures were injected

into 40 pieces of tygon tubing, 40 cm long and 17 mm i.d. The tubes were bent

into U-shapes and placed in racks under running sea water for 20 hours to

allow the more toxic low molecular weight components of the oil to wash out.

Remaining sediment was placed under running sea water as a reserve supply.

One worm was placed in each tube, and plastic trays, 64 mm on a side,

were placed around the ends of the tubes. At 24-hour intervals the water

levels in the tanks were lowered and the faeces produced by each worm were

collected with a stainless steel spatula from the trays and from the surface

of the sediment within the tubes. At intervals of several days sediment

from the appropriate reserve supply was added to the tubes to replace consumed
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material. The faeces were dried in air for 24 hours and weighed. Preliminary

studies indicated that this time period was long enough to achieve a constant

weight. All calculations of faecal cast production were based on the mean

daily dry weight produced by each individual worm.

After 11 days of exposure, the sediment and worms were removed from the

tubes. The worms were rinsed with sea water, blotted dry, weighed and

frozen. Samples of the sediment were taken from tubes at each treatment level,

frozen, and later analyzed for total hydrocarbon content by IR spectrophotometry.

RESULTS

The level of PHC in the sediment changed little during the exposure period.

The worms' native substrate used in the experiment has a fairly high endogenous

content of organic material which absorbs IR radiation at the same wavelengths

as hydrocarbons. The HC content of sediment at the three treatment

levels, when corrected for interference by the organic content of the control

sediment, was between 80 and 100% of the amount originally added. The actual

concentrations of PBC to which the worms were exposed lie somewhere between

the levels originally added and the levels measured at the end of the

experiment. For the sake of convenience, these levels will be referred to

as those originally added, viz. 250 ppm (low), 500 ppm (medium), and

1000 ppm (high).

All the control worms survived, but two of them left their tubes and

burrowed into detritus at the bottom of the tank, where their faeces could

not be collected. Mortality was slightly higher in the exposed groups, and

some signs of behavior stress were observed. When the faeces were collected,

at 24-hour intervals, some of the worms exposed to medium and high

levels of PBC were seen to extend their posterior segments from the burrows
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and slowly move them through the water. This behavior, which would obviously

be maladaptive under natural conditions, was never observed in the controls

or in the field. Feeding behavior was apparently depressed during the

first two days of exposure, to a greater extent in the higher concentrations.

During the remaining nine days the frequency of defaecation, based on 24-

hour observation periods, was slightly, but not significantly, lower in

the exposed animals. Data on faecal production was therefore taken from

this nine-day period, as being more representative of the long-term effect

of oil exposure.

A strong negative correlation was found between faecal production

per unit body weight and body weight. The slope of the regression line

relating these parameters was calculated according-to the formula

and found to be -2.56 for the control and low-level exposure groups and

only -0.50 for the two higher-level exposure groups (Figure 1). The

degree of scatter around the regression lines was less in the exposed

groups than in the control. Mean faecal production per unit body weight

was moderately depressed in low-level exposed groups.

The regression of dry faecal weight, unadjusted for body weight, on

body weight, was not significant within any treatment group; i.e., it could

not be statistically demonstrated that the total amount of sediment turned

over by an individual worm was affected by the weight of the worm. The mean

produced faecal weight is markedly reduced by exposure to hydrocarbon levels

above 500 ppm. Pairwise comparison of the control with each treatment group by
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Figure 1. Regression of Faecal Weight Per Unit Body Weight on Body Weight.

Control y = 1.839 - 2.56 x; r = -.653; n = 8

250 ppm y = 1.600 - 2.56 x; r = -.941; n = 9

500 ppm y = .449 - .50 x; r = -.921; n = 8

1000 ppm y = .438 - .50 x; r = -.885; n = 7
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the Newman-Keuls test showed no significant difference between it and the low-

exposure level, while the mean production rate at the medium- and high-exposure

levels differed significantly at the .05 level from that of the controls.

DISCUSSION

Exposure to oil reduces the degree of scatter around the regression

lines relating faecal production per unit body weight to body weight of

A. pacifica, and at levels above 500 ppm greatly reduces the slope of the

lines (Figure 1). Both of these effects may be attributed to a greater

impact of exposure to oil on the smaller and more active animals. Among

control worms weighing less than 0.25 g, faecal production per unit body

weight varied between 0.9 and 2.1 g feces/g worm/day. Production by worms

in this size class ranged from 0.84 to 1.3 g/g worm/day under exposure to

a low level of oil. At the higher oil levels values for the smaller worms

fell to between 0.37 and 0.45 g/g worm/day. By contrast, the maximum

production of worms weighing more than 0.6 g was reduced only from 0.2 g/g

worm/day in control animals to .08 g/g worm/day at the higher exposure

levels. Exposure to oil clearly leads to a greater reduction in feeding

activity at the lower end of the size range than at the upper end. The

individual variability of production is lessened by a greater decrease

in the maximum rate achieved by the smaller animals than in the minimum

rates.

These data indicate some of the effects of hydrocarbon pollution on

the survival and activity of the worms. However, measures of faecal

production per unit body weight such as these, and those reported by
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Gordon et al. (1978), are less useful in predicting the effect of the affected

worms on sediment turnover, since predictions based on them would require

information on the size distribution of the exposed population, which might

not be available. Fortunately, the effect of the negative regression of

faecal production on body weight is cancelled out by the increasing body

weight itself, with the result that within each treatment group the regression

of faecal weight, uncorrected for body weight, on body weight is not signi-

ficant at the .05 level.

The somewhat surprising conclusion is that under uniform conditions and

within the weight range examined, which was .14 to .74 g, the size of the

worms has no significant effect on the average dry weight of faeces produced

per day. Therefore, if suitable control populations were available for com-

parison the defaecation rate of A. pacifica could be used as an indicator of a

particular level of environmental stress, even if the size distribution of the

worm population is not known.

The results also suggest that if pollution is not too severe, Abarenicola

may continue to turn over the equivalent of its own wet body weight per day in

sediment. However, high concentrations of oil may reduce the sediment-working

rate of surviving worms by as much as 70%. This effect, together with any

mortality due to the environmental pollution, would substantially retard the

tranportation of sediments to the surface. If these effects are found under

actual field conditions, it is possible that sufficiently high levels of oil

will retard the rate of sediment recovery by reducing the feeding behavior of

ecologically significant species. Measurements of the food intake of deposit-

feeders and detritivores may be a valuable means of evaluating effects of

oiled substrate, as Roesijadi & Anderson (1979) have shown that condition

index and free amino acid content of the deposit-feeding clam, Macoma,

decreased during field exposure to oiled sediment.
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IV-C:

EFFECTS OF PRUDHOE BAY CRUDE OIL IN SEDIMENT

ON ABARENICOLA PACIFICA IN LABORATORY AND FIELD EXPERIMENTS

by

J. M. Augenfeld and J. W. Anderson

Battelle Pacific Northwest Laboratory

Introduction

Hydrocarbon pollutants are particularly persistent in fine grained

intertidal sediments (Mayo et al., 1978; Teal et al., 1978), and, once

introduced, may affect local populations for extended periods (Krebs & Burns,

1977; Sabo & Stegeman, 1977). In view of this vulnerability it would be

advantageous to identify responses on the part of organisms typically found in

such habitats which could provide early warnings of a deterioration in

environmental quality. Behavioral responses are often sensitive indicators of

changes over short time frames, but observations of organisms buried in mud

presents obvious difficulties. There is however one form of behavior taking

place within the sediment which can be quantified by an observer at the

surface. This is the burrowing and feeding activity of organisms which

deposit their feces around the entrance of permanent burrows.

One such group of organisms are the Arenicolidae, or lugworms. Several

characteristics of these sedentary worms make them potentially valuable as

indicators of environmental quality. They are relatively non-motile, survive

well in the laboratory, and are found in large numbers in sensitive habitats.

In addition, their pattern of feeding and respiratory behavior increase their
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potential exposure to substances both in the substrate surrounding them and

the water column above them, since they ingest large amounts of sediment and

use undulating body motions to pass large volumes of water over their gills.

Casual observations in our laboratory suggested that the rate of

burrowing of Abarenicola pacifica, a species typical of muddy tidal flats, was

reduced by hydrocarbons in its environment. Gordon, Dale and Keizer (1978)

reached similar conclusions for Arenicola marina, a larger, related form,

typical of sandy intertidal areas. Their work was carried out in the

laboratory for periods of up to two weeks. The work described here included

similar experiments using Abarenicola and was extended to explore the

possibility of using burrowing rates of lugworms as an indicator of pollution

levels in the field over longer periods of time.

If a reduction in burrowing rates is reflected in reduced food intake, a

decline in nutritional status might be expected. In this study we examined

the level of free amino acids in the tissues as a possible indicator of

nutritional status.

Methods

Animals and sediment were collected from an intertidal mud flat adjacent

to Sequim Bay, Washington State, U. S. A. (48°5' N, 112°3'W). The same area

was used for field exposures. Table 1 indicates the grain size distribution

of the site. As over 25% of the particles present were less than 50 µm in

diameter the sediment would be classed as a silty sand. Immediately after

collection the sediment was mixed with Prudhoe Bay crude (PBC) oil for one

hour in a cement mixer or stirred for shorter periods with a motor driven

impeller. Control sediment was mixed in the same way without the addition of
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TABLE 1

PARTICLE SIZE DISTRIBUTION IN TIDE FLAT HABITAT OF ABARENICOLA PACIFICA.



oil. After mixing, the oiled sediment was placed in running sea water for 24

hours to allow part of the lighter, more toxic, fractions to be flushed out

before the worms were placed in it.

Experiments designed to measure changes in body composition in the

laboratory were carried out in fiberglass trays with mesh bottoms. For

measurements of burrowing/feeding rates in the laboratory forty artificial

burrows, consisting of U-shaped tygon tubes, were set up. Ten contained clean

sediment, and ten contained sediment to which Prudhoe Bay crude oil at original

concentrations of 250, 500 or 1000 ppm had been added. One A. pacifica was

placed in each burrow. Feces were collected daily from plastic trays

surrounding the ends of the tubes, dried, and weighed. The experimental

procedure is described in more detail in Augenfeld (1980).

To expose worms to known levels of petroleum hydrocarbons under field

conditions, the bottoms were removed from 800-ml polyethylene beakers and

replaced with 800 micron mesh Nitex screen. One worm was placed in each

beaker with uncontaminated sediment or sediment mixed with PBC. The beakers

were set into the collection area of the tide flat at such a depth that the

surface of the sediment in the beakers was level with the surface outside.

Feces were collected daily from the surfaces of the beakers and dried to

constant weight.

A second field exposure was set up, using controls and an intermediate

concentration of oil, i.e., 400 ppm, in two conditions. Sixteen animals were

placed in sediment containing fresh PBC. The sediment-oil mixture in these

beakers was only flushed in sea water for 24 hours before the worms were

added. A second set of 16 was placed in sediment containing PBC which had

been weathered for 24 days by exposure to sunlight and flowing sea water

beneath it.
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Amino acid determinations were carried out on sections of body wall

musculature weighing ca 100 mg. They were minced and shaken with 80% ethanol

(1 mI/10 mg tissue) for 24 hours. The extract was centrifuged and the total

amino acid content of the supernatant was determined by the method of Clark

(1964).

Results

Laboratory exposure: burrowing rates

After eleven days under flowing sea water the low, medium and high oiled

sediment contained approximately 250, 400, and 800 ppm oil, respectively, as

measured by infrared (IR) spectrophotometry. One, two, and three worms,

respectively, died in the low, medium, and high level exposure system, while

all the controls survived (see Table 2). Animals exposed to 400 to 500 ppm

oil were seen at times to extend the posterior portion of their body from their

burrows and move them slowly through the water. Animals exposed to 800 to

1000 ppm did so more often. This behavior was never observed among worms

exposed to sediment containing no or low levels of oil.

Control worms began depositing feces at once, and after a lag period of

two days, exposed animals did so too. As has been reported earlier

(Hylleberg, 1975) the pattern of defecation was irregular, with pauses of

varying lengths between intervals of activity. On the average, approximately

one set of castings was produced per two days.

As Table 3 shows, A. pacifica exposed to sediment containing more than

400 ppm PBC reduced their burrowing rates on the average by over 75%.

Exposure to 250 ppm resulted in a 36% reduction. These effects were not

exerted to the same extent on all size ranges in the population. Among

control and low level exposed animals the smaller individuals produced a
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TABLE 2

EFFECTS OF PBC ON SURVIVAL AND BEHAVIOR OF A. PACIFICA'



TABLE 3
EFFECT OF PRUDHOE BAY CRUDE OIL ON FECAL PRODUCTION OF A. PACIFICA: LABORATORY EXPOSURE



larger volume of burrowed material per unit body weight than did larger

animals. As Figure 1 shows, all individuals weighing less'than 0.4 g produced

more than 0.5 g dry weight in feces per g body weight per day, in the control

and low oil sediments, while all individuals in this size range produced

less than 0.5 g dry weight feces per g. body weight per day, when exposed to

400 or 800 ppm oil. Among worms weighing more than 0.5 g the differences in

burrowing rates between exposed and control individuals was not significant

at the .05 level. Within each treatment group fecal production per unit

body weight grew smaller as body weight grew larger. As these two trends

cancelled each other out, fecal weight per se did not change significantly

with changing body size (cf. Augenfeld, 1980).

Laboratory exposure: amino acid content

At the time that the effect of Prudhoe Bay crude oil on body wall amino

acid content was tested, a heavy fungal growth appeared on the surface of

oiled sediment in the laboratory and, to a lesser degree, on control sediment.

Since the presence of this material, which covered the entrances to the

burrows, might impose an additional stress on the worms, the test

concentration of oil was reduced to 400 ppm. Nevertheless, there was

increased mortality among the exposed animals. While all the controls

survived, only six out of nine exposed individuals survived one week and only

two out of nine survived two weeks. Half of these survivors left their

burrows and stayed on the sediment surface. In spite of the obviously severe

conditions the free amino acid levels in the muscle did not change

significantly after one week, and declined by only 9% after two weeks (see

Figure 2).
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Figure 1. Regression of weight-specific fecal weight on body weight: Effect

of Prudhoe Bay crude oil in sediment.



Figure 2. Free amino acid content of body wall muscle of Abarenicola pacifica

(µm/g wet wt.) following laboratory exposure to sediment containing

400 ppm Prudhoe Bay crude oil.



Field exposure: burrowing rate

The experiments designed to measure burrowing rates in the field were

carried out in September, 1978, three months after the lab exposures. At this

time the mean weight of the Abarenicola in the collecting area was 0.7 g, a

size at which no significant effect had been found in the lab. Since it was

not known in advance whether exposure to oiled sediment in the field would

have more severe or less severe effects than exposure in the lab, a maximal

concentration of 1000 ppm and a minimal concentration of 200 ppm were

employed. Over a five week period the concentration of oil in the sediment

declined to 600 and 100 ppm.

Twelve individuals were used at each level. No feces appeared in the

beakers containing the higher level of pollutant. After two and a half weeks

these beakers were examined and found to contain no worms. Partially decayed

remains of worms were found in some beakers, indicating that they had died in

situ rather than having migrated. A new set of animals was placed in the

beakers, on the assumption that the previous group might have been killed or

driven out by the presence of toxic low molecular weight compounds such as

benzene or naphthalene, which tend to be washed out of sediment sooner than

heavier molecules (compounds). The second set of animals also produced no

feces, and at the end of five weeks these beakers contained no worms. In the

control beakers containing stirred but unoiled sediment, seven out of twelve

animals survived and remained, and in the low level exposed group six out of

twelve did so.

As is summarized in Table 4, burrowing activity of the worms in the

control beakers began at a slow rate, compared to that of the laboratory

population. It increased steadily through the five week period of observation

until, during the fifth week, it was five times as high as during the first
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TABLE 4

EFFECT OF PRUDHOE BAY CRUDE OIL CONTAMINATION ON FECAL PRODUCTION OF A. PACIFICA: FIELD
EXPOSURE,



week and not significantly different from that of the control group in the

lab. The group exposed to sediment containing a low level of petroleum

hydrocarbon (PHC) contamination turned over, on the average, 55% as much

material as the control group during the first week. During the next two

weeks these animals matched the controls, and during the last two weeks of

observation they fell behind again to 64% of the control levels. None of

these differences however was statistically significant at the .05 level.

Field exposure: amino acid content

The conditions affecting the organisms during this exposure were

evidently more stressful than those present during the earlier field

experiment, since only three controls, three animals exposed to fresh oil, and

two exposed to weathered oil survived. Further, very few feces were produced

by the'surviving animals, and most of these were in the form of loose grains

of material which was readily dispersed in the water, instead of solid coils,

which could be collected. Therefore it was not possible to make quantitative

measurements of burrowing rates. As Figure 3 shows, the mean muscle free

amino acid contents of the two worms which survived exposure to weathered oil

was slightly higher than that of the controls. This in turn was as high as the

level found in animals collected directly from their normal habitat. The

content of worms exposed to fresh oil was 18% lower than in the controls.

Discussion

While the results obtained in these experiments do not rule out the use

of burrowing rates as indicators of stress on Abarenicola populations, they do

indicate a need for caution in extrapolating from laboratory results to

conditions which might be found in the field, and in planning for and
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Figure 3. Free amino acid concentrations in A. pacifica body wall muscle:

field exposure to 400 ppm Prudhoe Bay crude oil in sediment.

128



interpreting the results of field observations. The most striking contrast

between laboratory and field results was the difference in mortality of worms

exposed to sediment containing more than 600 ppm oil. In the lab 70% of the

exposed animals survived. In the field there was 100% mortality. The

difference may have resulted from the additional stress on the field

population of coping with periodic emersions during low tides. May (1972)

described a behavior pattern by which A. pacifica draw air bubbles into their

burrows from which oxygen may be absorbed, even if fresh supplies of

oxygenated water are not available. If the presence of high levels of oil in

the sediment affects this behavior pattern, as it affects burrowing rates in

the laboratory, it may interfere with an even more vital function than feeding

and so cause the death of the organism. In the laboratory situation, where

the supply of oxygenated water is more constant, the behavior pattern

described by May would be less critical for survival. Another possible reason

for the higher mortality rate in the field lies in the response seen in the

lab in which part of the worms' bodies are extended from the burrows. Such a

position would make the animal more vulnerable to predation by fish or shore -

birds. On the other hand, the more vigorous flushing action of the natural

tidal cycle apparently resulted in a greater reduction in PHC concentration in

the sediment than took place in the lab. Perhaps it was a result of this that

the worms exposed to the lower concentration of oil in the field attained a

mean burrowing rate that matched that of the controls, after the first week of

exposure.

Another cause for caution pointed up by these results lies in the highly

irregular pattern of fecal production over time by individual control animals,

both in the lab and in the field. In order to separate any "signal" resulting

from a response to pollution from the "noise" generated by the animals' own
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patterns, it will be necessary to continue observations over longer periods of

time. If the responses are of a transient nature, as appears to have been the

case in the field burrowing rate experiments a larger number of animals will

have to be observed.

Nevertheless, these results may be taken as at least a preliminary

suggestion that lugworm burrowing rates may be developed into a useful

monitoring tool. At the least the rates could be used in laboratory studies

as indicators of the ability of suspected pollutants of sediments to affect

the behavior of benthic infaunal organisms.

Their usefulness as a measure of effects in the field, however, may be

restricted, at least in the case of PHCs, to a narrow range of concentrations.

As we have seen, the effects at low concentrations may be subtle enough to

require the use of large numbers of organisms to detect their significance,

while at substantially higher concentrations the effects are lethal. This

finding is in accord with observations made along the coast of Brittany after

the wreck of the Amoco Cadiz. There it was reported (Chasse, 1978) that in

the five km of coast line nearest to the wreck, populations of Arenicola

marina suffered heavy mortality, while at sites only slightly more distant

they appeared to be unaffected. It may be concluded that in order to use

lugworm burrowing rates as measures of effects in the field without requiring

unrealistically large numbers of animals, more information will have to be

gained on normal variations in these rates and on the background factors

affecting survival.

There is little indication from these experiments that muscle free amino

acid content in these animals is affected to a substantial degree by PHC in

the sediment. It is true that a slight reduction was seen after periods of

exposure of two weeks or more, but these were in survivors of populations that
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had suffered heavy mortality. Some of these survivors were under severe

enough stress to have left their burrows, which would certainly result in

their death under natural conditions. It therefore seems unlikely that a

significant reduction in mean amino acid concentration would be observed at

lower levels of stress. While such reductions have been suggested as

parameters to be monitored in bivalve mollusks (Jeffries, 1972; Bayne et al.,

1976; Roesijadi and Anderson, 1979), their significance in at least one

polychaete has not been established.
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V-A:

CHANGES IN THE VOLATILE HYDROCARBON CONTENT OF PRUDHOE BAY CRUDE OIL

TREATED UNDER DIFFERENT SIMULATED WEATHERING CONDITIONS

by

R. G. Riley, B. L. Thomas, J. W. Anderson, and R. M. Bean

Battelle Pacific Northwest Laboratories

ABSTRACT

Changes have been determined in the concentrations of volatile saturate

and aromatic hydrocarbons in Prudhoe Bay Crude oil (PBC) weathered under three

different simulated environmental conditions. A combination of light and water

spray upon the surface of the oil produced the largest relative decreases in

volatile saturate and most aromatic hydrocarbons. After 24 days, detectable

amounts of monoaromatic hydrocarbons were absent in all three weathered oils

as were the saturate hydrocarbons from C[subscript]8 to C[subscript]10. Retention of aromatic

hydrocarbons appeared to be related to molecular weight, as enrichments of

triaromatics (phenanthrenes) were observed in weathered PBC relative to the

original crude oil. These data are discussed with respect to effects resulting

from spilled oil impacting benthic organisms residing in intertidal and shallow

subtidal communities.
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INTRODUCTION

The potential environmental impact to benthic marine organisms and the

intertidal environment from spilled oil may depend on the extent to which oil

has been exposed to the action of various dissipative factors prior to impact.

Major processes which contribute to the weathering of oil include evaporation,

dissolution, photo-oxidation, emulsification and biodegradation. (National

Academy of Science, 1975). Water soluble fractions rich in aromatic

hydrocarbons produced from the dissolution of oils have produced both acute

and chronic effects in marine organisms in the laboratory (Neff et al, 1976;

Anderson (1977), Malins (1977), Anderson et al. (1978), Anderson et al.

(1979). Oil spilled offshore, which impacts near-shore benthic habitats and

intertidal sediments would contain reduced levels of these components and,

therefore, have the potential of producing different levels of effects on

marine organisms, relative to fresh crude oil. There is, therefore, a need to

produce quantities of weathered oils to serve as source materials for

experimental studies directed toward predicting the environmental effects of

weathered oils.
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We have designed a research program to produce and characterize weathered

Prudhoe Bay Crude oil (PBC), which could subsequently be used by biological

investigators in experiments. Analyses were designed to describe changes in

the volatile saturate and aromatic hydrocarbons of PBC oil weathered under

three different simulated environmental conditions. By altering water

agitation and sun exposure, the contribution made by these processes could be

evaluated. It is hoped that these data will provide a base for possible

correlations of hydrocarbon compositional changes of weathered oils with

biological effects observed in future investigations.

MATERIALS AND METHODS

Three large volume tanks measuring 1.6 m in diameter and 0.9 m deep (2

m² area and 1,830 1 volume) were each layered with 20 1 of Prudhoe Bay crude

oil. Each tank received flowing seawater that was maintained at a constant

level by an external standpipe.

Each tank simulated a different weathering condition:

Tank #1: To simulate weathering under violent weathering conditions
inflow water was sprayed upon the surface of the oil (without a
sun shield).

Tank #2: To simulate weathering under calm conditions in the presence of
sunlight, a slow flow of seawater was injected from below the
oil slick.

Tank #3: To reduce the effects of sunlight (photo-oxidation of
hydrocarbons), a system similar to tank #2 was prepared with a
sun shield over the oil.

During the 24-day weathering period, several environmental parameters

were measured at frequent intervals. Air and water temperatures, salinity,
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flow rates and light intensity measurements were taken to aid in characterizing

the conditions.

Three replicate 25 ml oil samples were taken from each tank at days 1, 2,

4, 8, 16, and 24. These samples were placed in small vials that were completely

filled with oil, wrapped with foil to exclude light, and sealed with teflon-

lined caps before refrigeration. Each sample vial was washed in CC1[subscript]4 and

dried with nitrogen gas before use. At termination (24 days) 1-gallon samples

were taken from each tank and immediately shipped to Alaska for use by other

investigators under National Oceanic and Atmospheric Administration contract.

Samples of the original and weathered oil were shipped on ice from the

Sequim Marine Laboratory to the Pacific Northwest Laboratory, Richland,

Washington, for hydrocarbon analyses. Samples (6-100 mg) of oil were

chromatographed according to the method of Warner (1976) with the following

modifications: fifteen grams of silica gel (Grace Davison Chemical Company,

100-200 mesh) were used to separate the oil into saturate (eluted with 40 ml in

hexane) and aromatic (eluted with 86 ml of 20% CH[subscript]2C1[subscript]2 in hexane) fractions.

The fractions, collected in 40 ml conical tubes, were concentrated under a

stream of nitrogen without the aid of external heat,.transferred to 5 ml

conical vials and concentrated to 1 ml. An internal standard (2,6,10-

trimethyldodecane for saturate fraction, hexamethylbenzene for aromatic

fraction) was added to each sample, and the samples were analyzed by capillary

gas chromatography. Individual hydrocarbons were separated and quantitated on

a Hewlett Packard 5840A gas chromatograph employing 30 meter OV-101 glass

capillary columns operating at 65° with an initial 4-minute hold and then

programmed at 4°min to 250° Data were corrected based on the recovery
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data of aliphatic and aromatic hydrocarbon standards. Typical recoveries were

82-111% for saturate hydrocarbons (C12 to C24) and 84-89% for aromatic

hydrocarbons (naphthalene to dimethylphenanthrenes).

The significance in the differences in the concentrations of hydrocarbons

and hydrocarbon classes between tanks was determined by comparing calculated

t values based on standard deviation of the difference to a table value of t

with two degrees of freedom at a P = 0.05.

RESULTS

Several weathering parameters monitored during the course of the

experiment are summarized in Table 1.

Water and air temperatures varied little over the 24-day period of

weathering, as did salinity. The intensity of ambient light over the tanks

(1 and 2) ranged from a mean of 2.5 x 105 Lux at noon to about 1 x 10[superscript]5 Lux

at 8am and 4pm. Since we attempted to enhance agitations of the oil layer in

tank 1 by injections of water streams from above, the flow rate was

approximately 3 times (27 1/min) that of the other two tanks. This agitation

in tank 1 did indeed produce a weathered product different from the other

oils, as a brown "chocolate mousse" was apparent by about 10 days of

exposure. This material was strikingly different from the other products,

which appeared as the original oil except for the increased viscosity observed

in tank 2. When samples of the 3 products were subjected to centrifugation

(8,000 RPM for 30 min.) separation of 2 or 3 layers was observed. Tank 1

material separated into 3 distinct layers with a mousse layer over water which
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TABLE 1
PARAMETERS MEASURED DURING THE COURSE OF THE WEATHERING EXPERIMENT
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was covered by an oil layer. Only the oil and water layers were observed in

samples from tanks 2 and 3.

Average relative decreases of saturate hydrocarbons (between C12 and

C26) in tanks #2 and #3 after 24 days of exposure ranged between 45% and 49%

(Table 2). These results are in marked contrast to tank #1 where an average

relative decrease of 83% was observed. The saturate hydrocarbons C[subscript]8 - C[subscript]10,

although present in the original oil, were not detectable in any of the 24 day

weathered oil samples (Figure 1).

The ratios of nC[subscript]17/pristane and nC[subscript]18/phytane did not change

significantly in the weathered oils relative to the original crude oil

(Table 3).

Relative decreases in the concentrations of aromatic hydrocarbons were

different from those observed for the saturate hydrocarbons in the three

exposure systems. Decreases in aromatic hydrocarbons (naphthalene through

3,6-dimethylphenanthrene) were 37% for tanks #1 and #2 and 9% for tank #3.

The tricyclic aromatic hydrocarbons (phenanthrene through 3,6-dimethyl-

phenanthrene) appeared to have the greatest persistence with relative

enrichments occurring in tank #1 (Table 4). 3,6-Dimethylphenanthrene showed

relative enrichment in all three exposure systems. Also reported in Table 4

are concentrations for a variety of mono-aromatic hydrocarbons (toluene

through 1,2,3,5-tetramethylbenzene). The concentration values reported for

these compounds in the original oil were not corrected for recovery,

nevertheless, they are reported because, with the exception of the

tetramethylbenzenes, none of these compounds was detected in the 24-day

weathered oil samples from any of the three exposure systems. These results
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TABLE 2

CONCENTRATIONS OF SATURATE HYDROCARBONS IN PRUDHOE BAY CRUDE OIL (PBC) AND IN 24-DAY WEATHERED OIL SAMPLES.
CONCENTRATIONS IN MG/GRAM OIL



FIGURE 1. Gas capillary chromatograms of saturate hydrocarbon fraction from
original Prudhoe Bay crude oil (top) and saturate hydrocarbon
fraction from 24-day weathered oil sample from Tank #1 (bottom).



TABLE 3. nC[subscript]17/pristane and nC[subscript]18/phytone Ratios from PBC
Crude Oil and PBC Oil Weathered in Three Exposure Systems
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TABLE 4

CONCENTRATIONS OF AROMATIC HYDROCARBONS IN PRUDHOE BAY CRUDE OIL (PBC)
AND IN 24 DAY WEATHERED OIL SAMPLES. CONCENTRATIONS IN MG/GRAM OIL



are more graphically depicted in Figure 2 where the gas capillary chromatogram

of the aromatics fraction of the original crude oil is compared to the

aromatics fraction derived from the 24-day weathered oil sample of tank #1.

Confidence limits were established and significant differences determined

for various saturate and aromatic hydrocarbons and hydrocarbon types in the

three exposure systems. These results are compiled in Table 5. Variability

associated with the sum of all saturate hydrocarbons C[subscript]12-C[subscript]26 including

pristane and phytane indicated differences between tank #1 vs. tank #2 and #3

to be significant; however, total differences between tanks #2 and #3 were not

significant. Significant differences were also found for the concentrations

of all aromatic hydrocarbons and hydrocarbon types (naphthalene -

3,6-dimethylnaphthalene) between tanks #1 and #3. Significant trends in the

differences in concentrations of the aromatic components of tank #1 vs. tank

#2 and tank #2 vs. tank #3 are more subtle. No significant differences in the

concentrations of diaromatic hydrocarbons and hydrocarbon types are observed

between tanks #1 and #2; however, significant differences are observed for the

triaromatics. Although significant differences in the concentrations of

naphthalene, methylnaphthalenes, and phenanthrene were observed, no trends

were observed for the aromatic components of tanks #2 vs. #3.

DISCUSSION

The combination of light and water exposure parameters of Tank #1

produced the largest relative decreases in volatile saturate (C[subscript]12 to C[subscript]26)

and most aromatic (naphthalene -2, 3, 6-trimethylnaphthalene) hydrocarbons

relative to the original oil.
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FIGURE 2. Gas capillary chromatograms of aromatic hydrocarbon fraction from
original Prudhoe Bay Crude Oil (top) and aromatic hydrocarbon
fraction from 24-day weathered oil sample from Tank #1 (bottom).
A denotes monoaromatic hydrocarbon region.



TABLE 5 SIGNIFICANCE IN THE RELATIONSHIPS BETWEEN THE CONCENTRATIONS OF

\ VARIOUS SATURATE AND AROMATIC HYDROCARBONS AND HYDROCARBON TYPES
AND THE TYPE OF EXPOSURE. CONFIDENCE LIMITS ARE MEASURED AT THE
95% LEVEL. S.D. = SIGNIFICANTLY DIFFERENT,
N.S.D. = NOT SIGNIFICANTLY DIFFERENT.



Significant changes have been reported in the ratios of nC[subscript]17/pristane

and nC[subscript]18/phytane after 6 to 9 months of exposure of oil contaminated

intertidal sediments in field recruitment studies (Anderson et al., 1978)

which suggested the presence of hydrocarbon utilizing organisms (Blumer & Sass,

1972). No changes were observed in these ratios in weathered oil from these

three exposure systems. These data suggest that biodegradation was a minor

process in shaping the composition of the weathered oils produced in these

exposure systems in this short period of time. Detectable amounts of

monoaromatic hydrocarbons were absent in all three weathered oils as were the

saturate hydrocarbons from C[subscript]8 to C[subscript]10. Similar, but qualitative results

have been reported from the dissolution of #2 fuel oil in laboratory studies

(Zucher et al., 1978). The different exposure parameters of Tank #1 and #3

produced the greatest differences in the volatile hydrocarbon content of these

oils following 24 days of weathering. The decreases in the content of most

aromatic compounds were less for oil protected from light, water agitation and

somewhat from air circulation (Tank #3). The sun shield reduced air flow over

the oil and the only component shown to increase somewhat in Tank #3 in

proportion to the original oil was the heaviest compound, 3, 6-dimethyl-

phenanthrene. This component was enriched to a greater extent in Tank #2 and

in Tank #1 its contribution to the total was nearly four times as great.

There was an increasing degree of enrichment in the weathered (mousse) oil in

Tank #1 as molecular weight increased from phenanthrene to the 3,

6-dimethylphenanthrene. These data may well indicate that higher molecular

weight compounds of 4 and 5 rings (polynuclear aromatics) are also enriched in

weathered oil, perhaps relative to their molecular weight. This is of
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considerable significance, since tissue contamination or effects from these

potential carcinogenic or mutagenic compounds could be enhanced by the

weathering processes. The polynuclear aromatics are less water soluble than

those identified in Table 4, so it is not likely that water column species

would be affected. However, the mixing of weathered oil with sediments may

produce an environment more hazardous to benthic species than contamination

from fresh oil. Oil in sediments containing a higher proportion of higher

molecular weight compounds, would appear to have greater potential for tissue

contamination (Roesijadi et al., 1978), but the effects of such exposures can

not be estimated at this time. To determine the actual significance of the

weathered oil to marine organisms, field experiments should be conducted and

data on accumulation and effects compared to fresh oil exposures.
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VI-A:

DISTRIBUTION AND FATE OF POLYAROMATIC HYDROCARBONS

IN INTERSTITIAL WATER AND SEDIMENT

SUMMARY OF RESULTS

One day after 14C-labelled phenanthrene was added to an oil-contaminated

coarse-grained sediment in a simulated intertidal exposure system, about ½

of 1 percent of the radiolabel was present in the interstitial water. The

remainder was associated with the sediment, presumably in a film of oil

surrounding the individual particles. The proportion of radiolabel in the

water gradually increased, reaching 3% after 60 days. The proportion of

radiolabel arising from chrysene and benzo(a)pyrene contained in the water was

lower by 1 to 3 orders of magnitude. It ranged from 0.05% to 0.1% for chrysene

and 0.01 to 0.04% for benzo(a)pyrene after 1 and 60 days, respectively. When

[superscript]14C-labelled phenanthrene was added to fine-grained sediment in a similar system,

only 0.1% of the label appeared in interstitial water after 1 day, 0.53% after

a week and 0.16% after 60 days. The proportion of label from chrysene and

benzo(a)pyrene in interstitial water was the same in fine as in coarse-grained

sediment.

The labelled compounds found in interstitial water from fine-grained

sediment exposed to 14C-phenanthrene were further characterized. After 7

days of exposure only 15% of the label was present as parent phenanthrene or

moderately polar degradation products. After 60 days this proportion was

reduced to 1.5%. [superscript]14C0[subscript]2 comprised approximately 35%, 45%, and 72% of the

labelled products after 7, 30, and 60 days, respectively.

The time course of parent compound and C0[subscript]2 concentrations are consistent

with a gradual degradation of phenanthrene by way of intermediate metabolic

products. The metabolites present in interstitial water from fine-grained

sediment after 7, 15, and 30 days exposure to labelled phenanthrene were

separated by high-pressure liquid chromatography. Three to four different

products were present at each time period. The retention times of the major

products were approximately 14.5, 16.0, and 4.5 minutes. Conventional micro-

biological cultures of marine sediments containing 14C-phenanthrene produced

metabolites with the same retention times as those found in the simulated

intertidal system, though in different proportions. This finding suggests that

the degradative processes observed in controlled laboratory experiments are

valid models of the processes occurring under natural environmental conditions.
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the bottom during August 1980. Contour interval is 0.2 m-¹ for
attenuation and 0.2 ‰ for salinity.

Figure 10. Areal maps of light attenuation (top) and salinity (bottom) at
the surface during January 1981. Contour interval is 0.2 m -¹

for attenuation and 0.2 ‰ for salinity.

Figure 11. Areal maps of light attenuation (top) and salinity (bottom) at
the bottom during January 1981. Contour interval is 0.2 m - ¹

for attenuation and 0.2 ‰ for salinity.

Figure 12. Areal maps of light attenuation (top) and salinity (bottom) at
the surface during May 1981. Contour interval is 0.2 m-¹ for
attenuation and 0.2 ‰ for salinity.

Figure 13. Areal maps of light attenuation (top) and salinity (bottom) at
the bottom during May 1981. Contour interval is 0.2 m - ¹ for
attenuation and 0.2 ‰ for salinity.
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Figure 14. Light attenuation vs. salinity in the surface water at NA
stations for (top) August 1980, (middle) January 1981, and
(bottom) May 1981. Inset for NASTE 1 data shows the complete
data set.

Figure 15. Attenuation (top) and density (bottom) cross-sections for line
1 (stations NA17-22), August 1980.

Figure 16. Attenuation (top) and density (bottom) cross-sections for line
2 (stations NA34-40), August 1980.

Figure 17. Attenuation (top) and density (bottom) cross-sections for line
3 (stations NA47-52), August 1980.

Figure 18. Attenuation (top) and density (bottom) cross-sections for line
1 (stations NA17-22), January 1981.

Figure 19. Attenuation (top) and density (bottom) cross-sections for line
2 (stations NA34-40), January 1981.

Figure 20. Attenuation (top) and density (bottom) cross-sections for line
3 (stations NA47-52), January 1981.

Figure 21. Attenuation (top) and density (bottom) cross-sections for line
1 (stations NA17-22), May 1981.

Figure 22. Attenuation (top) and density (bottom) cross-sections for line
2 (stations NA34-40), May 1981.

Figure 23. Attenuation (top) and density (bottom) cross-sections for line
3 (stations NA47-52), May 1981.

Figure 24. Attenuation (top) and density (bottom) cross-sections for
stations NA34-40 on August 20 (left), August 24 (middle), and
August 31, 1980 (right).

Figure 25. Attenuation (top) and density (bottom) cross-sections for
stations NA41-46 on August 19 (left), and August 24, 1980
(right).

Figure 26. Attenuation (top) and density (bottom) cross-sections for
stations NA41-46 on August 31 (left), and September 2, 1980
(right).

Figure 27. Attenuation (top) and density (bottom) cross-sections for
stations NA34-40 on January 31 (left), and February 8, 1981
(right).

Figure 28. Attenuation (top) and density (bottom) cross-sections for
stations NA41-45 on May 15 (left), May 25 (middle), and May 30,
1981 (right).
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Figure 29. Incremental cumulative curves for particle populations along
the NA34-40 station line from surface (A) and bottom (B)
samples from NASTE 1, and surface (C) and bottom (D) samples
from NASTE 2.

Figure 30. Incremental cumulative curves for particle populations at (A)
an offshore station (NA34) and (B) an inshore station (NA40)
during NASTE 1, and offshore (C) and inshore (D) stations
during NASTE 2.

Figure 31. Incremental cumulative curves for particle populations along
the NA34-40 station line from surface (top) and bottom (bottom)
samples from NASTE 3.

Figure 32. Incremental cumulative curves for particle populations at the
surface and bottom at each station (NA34-40 station line) from
NASTE 3. A is the outermost station and F is the innermost
station.

Figure 33. Flux values from NAS sediment traps. Each point represents an
11.25 day average value.

Figure 34. Flux values for fine- and coarse-grained particles in the NAS
sediment traps.

Figure 35. Variability of particle-size partitioning of sediment trap
material.

Figure 36. Variance spectra for attenuation records. A, TP7; B, TP2; C,
TP8; D, TP6; E, TP4; F, TP9. Peaks occur at tidal frequencies.

Figure 37. Current meter/transmissometer record at TP7.

Figure 38. Current meter-transmissometer record at TP9. Note change in
scales from Figure 37.

Figure 39. Mean speed and mean attenuation values averaged over sediment
trap collection periods.

Figure 40. Attenuation (top) and density (bottom) cross-sections for the
PL line during NASTE 1.

Figure 41. Attenuation (top) and density (bottom) cross-sections for the
PL line, May 17-18, 1981.

Figure 42. Attenuation (top) and density (bottom) cross-sections for the
PL line, May 23-24, 1981.

Figure 43. Incremental cumulative curves from the PL line during NASTE 1
for surface water (A), minimum turbidity zone (B), bottom water
(C). Curve envelopes for each group are also shown.
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Figure 44. Incremental cumulative curves from the NASTE 2 surface (top)

and bottom (middle) waters. Curve envelopes (bottom)
demonstrate the similarity of the two populations.

Figure 45. Incremental cumulative curves from NASTE 3 PL[subscript]1  surface (A),

minimum turbidity (B), and bottom (C) zones. Panels D, E, and
F show analogous curves for the PL2 transect.

Figure 46. Net particle attenuation profiles, stability profiles, and

density profiles from the coastal (top), middle (middle), and
oceanic (bottom) domains. Note the stability maximum at the
top of each bottom nepheloid layer.

Figure 47. Attenuation (open circles) and salinity (closed circles)
gradients normal to the Alaska Peninsula for each cruise. Mean
attenuation and salinity values from each NA station were
grouped and averaged over 10-m station depth increments.

Figure 48. Salinity and [delta] [sigma]t gradients along the PL line during NASTE 1

and NASTE 3.

Figure 49. Changes in the attenuation value in the turbidity minimum and
in the concentration of surface and bottom chlorophyll a along
the PL line. Compare the position of these changes with the
hydrographic changes in Figure 48.
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I. SUMMARY OF OBJECTIVES, CONCLUSIONS, AND IMPLICATIONS WITH RESPECT TO

OCS OIL AND GAS DEVELOPMENT

A. Objectives

The principal objective of this research unit was to describe the

distribution, transport, and physical characteristics of suspended

particulate matter (SPM) in the area of the North Aleutian Shelf (NAS) and

St. George Basin (SGB). These data are required to assess the effect that

the natural particle population in these waters might have on the transport

and dispersal of spilled oil.

B. Conclusions and Implications

1. The oceanographic conditions which result in the creation of hydrographic

structural domains and frontal regions (Kinder and Schumacher, 1981a) also

create characteristic SPM distributions in each of these domains. Particle

gradients in the coastal domain were very low or non-existant in the vertical

and very steep in the horizontal, with particle concentrations decreasing

rapidly offshore. The middle and outer domains were typified by a three-layer

structure: a high-turbidity surface layer resulting from in-situ phytoplankton

growth and offshore advection and diffusion of shore and river derived

particles, a broad middle zone of horizontally and vertically uniform

particle concentrations, and a bottom layer of increased turbidity largely

resulting from local resuspension of bottom sediments. This structure was

always found in the outer domain. In the middle domain it can be weakened

or destroyed when the normal two-layer density structure is weakened or

obliterated, as in winter or during severe storms. Frontal zones were
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sites of increased horizontal particle concentration gradients, especially in

the mid-depth low turbidity layer.

2. Seasonal particle concentrations in the NAS region varied by <25% and

were not significantly different during any of the three cruises. Seasonal

salinity changes were likewise small but did vary inversely with the particle

concentration.

3. The offshore gradient of mean particle concentration fell rapidly from

shore to about the 50-m isobath and then varied little with increasing water

depth. This pattern was evident irrespective of season (i.e., the presence

or absence of the coastal front) or of location along the NAS.

4. The particle size distribution data followed the power law curve

characteristic of many aqueous and terrestrial fine-particle suites. The

slope of the power curve normally fell between 3.0 and 4.5 in agreement

with numerous other marine studies and corresponding to median diameters of

~8-25 pm. Lower slopes, characteristic of a larger proportion of coarse-

grained particles in the distribution, were normally found in near-shore

waters. Organic matter loading in the SPM ranged from a low of ~25% for

inshore stations during the winter to >50% for surface water samples from

the offshore stations during the spring.

5. Areal distribution maps depict an SPM distribution in which particles

from point sources along the coast are largely retained in the nearshore

zone and dispersed parallel to the coast. Particle flux measurements from

long term current meter/transmissometer deployments support this view.
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Three moorings in the nearshore (z < 32 m) waters to the west of Port

Moller recorded a net SPM alongshore transport to the southwest, away from

Port Moller. A mooring in the coastal front zone (z = 59 m) recorded

near-bottom SPM flux predominantly onshore. Two moorings seaward of the

coastal front (z > 68 m) recorded near-bottom SPM flux offshore and to the

northeast. This pattern is consistent with a transport divergence creating

a particle minimum in the near-bottom waters under the coastal front, an

interpretation which agrees with the minimums in SPM concentration around

the 50-m isobath observed in fall and spring.

6. Maximum concentrations of particulate-associated oil resulting from an

oil spill in NAS waters can be roughly estimated by combining the SPM data

from this report with oil-loading studies performed by Payne et al., (1981)

at Science Applications, Inc. (SAI). Based on the range of oil loading for

different marine sediment types found by SAI, particulate-associated oil

concentrations might reach 0.7-7 ppb in the water column of the nearshore

zone (10-19 m deep) and 0.06-1.1 ppb in the offshore zone (40-90 m deep).

Sedimentation of this oil to the benthos, calculated on the basis of sediment

trap data from this report, could be expected to be in the range of 1-10 mg

oil m-²day-¹.

II. INTRODUCTION

A. Purpose of the Study

If petroleum hydrocarbons are introduced into the water column either

through natural seepage or unintentional spills, a significant fraction

will become associated with the ambient particles (Meyers and Quinn, 1973;

Baker et al., 1978; Payne et al., 1981). Oil trajectories and sedimentation
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will then be governed not only by the water trajectories but also by the

trajectories and sedimentation of natural particles accommodating the oil.

The purpose of this study, then, was to quantify the distribution and

transport of particles which could affect oil movement. In addition, the

study sought to define the relationships between the hydrographic structure

of the southeastern Bering Sea (Kinder and Schumacher, 1981a) and the var-

iability in particle distributions.

B. Specific Objectives

Specific objectives under this research unit included:

(1) Seasonal distributions of SPM concentrations in the vicinity of

the NAS and SGB lease areas.

(2) Direct information concerning the horizontal and vertical SPM

flux at several locations on the NAS by means of moored current

meter/transmissometer and sediment trap measurements.

(3) Characterizations of the SPM at several locations along and

across the inner front on the NAS in terms of particle size distribution,

organic matter content, and x-ray clay mineralogy.

(4) Using pertinent data from other research units, estimate the

water column loading and sedimentation rates of sediment accommodated oil

for various areas on the NAS and SGB.

C. Relevance to OCSEAP

One factor in determining which potential lease areas may be inappropriate

for development is the predicted fate of spilled oil from a particular

location. Furthermore, OCSEAP is charged with providing information from

which spilled oil trajectories and landfalls may be projected. Because
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natural particles will provide vehicles for the transport and sedimentation

of spilled oil, knowledge of particle distributions and transport is

necessary to improve OCSEAP's predictions concerning the fate of spilled

oil.

III. STUDY AREA AND OCEANOGRAPHIC SETTING

The study area for the North Aleutian Shelf Transport Experiment

(NASTE) was the southeastern Bering Sea. Sampling was concentrated in two

specific areas: (1) along the North Aleutian Shelf (NA stations, Fig. 1),

and (2) in St. George Basin between the Pribilof Islands and Unimak Island

(SG, PL, UP, and Y stations, Fig. 2). Each area was visited during three

cruises: RP4SU80A between 13 August and 8 September, 1980 (NASTE 1);

RP4SU81A between 30 January and 17 February, 1981 (NASTE 2); and

RP4DI81A between 13 May and 2 June, 1981 (NASTE 3); moored instruments

were deployed between NASTE 1 and NASTE 2 and between NASTE 2 and

NASTE 3 at the locations shown in Fig. 3.

A. Hydrographic Domains

The hydrographic structure of the southeastern Bering Sea has been

summarized by Kinder and Schumacher (1981a). The structure is developed not

in reponse to mean flow patterns but rather as a result of boundary processes:

tidal and wind mixing; buoyancy input from surface heating, cooling, and

freshwater melt; and lateral exchange with the offshore oceanic water mass.

Three distinct hydrographic domains can be identified from the vertical

structure of the water column, as illustrated by three stations sampled

during NASTE 1 along the PL line in St. George Basin (Fig. 4). The coastal

domain (PL 24) is vertically homogeneous in water properties and is separated
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Figure 1. Map of north Aleutian Shelf (NAS) region showing bathymetry and all NA station locations.
Lines 1, 2 and 3 are the locations chosen for the vertical cross-sections of attenuation and
density shown in subsequent figures.



Figure 2. Map of the St. George Basin area showing all SG, PL, Y, and UP station locations occupied
during one or more NASTE cruises. PL stations are numbered from 1 to 24 starting at the
southwest end of the line.



Figure 3. Map of the North Aleutian Shelf region near Port Moller showing bathymetry
and mooring locations.



Figure 4. Typical water property and particle concentration profiles for
hydrographic domains in the southeastern Bering Sea.
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from the middle domain by a narrow (~10 km) front normally centered along

the 50-m isobath. Seaward of this front, the middle domain is basically

two-layered: a wind-mixed surface layer separated from a tidally-mixed

bottom layer by a sharp pycnocline (PL 11). This domain extends to about

the 100-m isobath where the broad (~50 km) middle front is located.

Seaward of this front is the outer domain. This domain also has surface

and bottom mixed layers, but the increased water depths prevent these

layers from meeting and results in a broad zone of weak stratification and

pronounced temperature and salinity fine structure (PL 4). As will be

discussed in this report, these domains, as well as the fronts separating

them, also are a major influence on the vertical distribution of suspended

particulate matter and its transport through the southeastern Bering Sea.

B. Bottom Sediments

Sharma (1979) has summarized much of the available information on

bottom sediments of the southeastern Bering Sea. Most of the NASTE study

area is covered by sand and silt, with locally important amounts of gravel

and clay. Mean sediment size contours closely follow isobaths, grading

from very coarse sand (1-2 mm diameter) in Kvichak Bay to fine silt (8-18

µm) in St. George Basin between Unimak Island and the Pribilofs. Mean size

is closely controlled by water depth (Fig. 5): at depths <~60 m the mean

size is nearly always found to be >125 µm; at depths >~75 m the mean size

is <125 pm. The interval between 60 and 75 m is a broad transition zone

where mean size is highly variable. This transition zone roughly cor-

responds to the position of the coastal front.
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Figure 5. Bottom sediment data from the Bering Sea (Sharma, 1979)
showing the depth control of mean size.
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C. Suspended Particulate Matter

Detailed information on SPM concentrations in the southeastern Bering

Sea is scarce. Sharma (1979) found surface concentrations of 0.2 to 2.2

mg 1-¹ during June and July of 1973, but station spacing was too coarse to

define any pattern in the NASTE study area. Feely et al. (1981) occupied

~50 stations at 50 to 100 km spacing in the southeastern Bering Sea during

the fall of 1975 and the summer of 1976. Surface concentrations ranged

from 1 to >6 mg 1-¹ in the near-shore zone and were generally <1 mg 1-¹

seaward of ~75 km from the Alaska Peninsula. Near-bottom concentrations

also showed a bathymetric influence and were higher than their surface

counterparts, indicating that resuspension activity was common. Of

particular interest to the present study was the indication in Feely's data

of a narrow band of relatively low (<1.0 mg 1-¹) near bottom SPM values

running parallel to the Alaska Peninsula at or just seaward of the 50 m

isobath; that is, at about the position of the coastal front.

IV. METHODOLOGY

A. Data Collection

1. Water samples

Water samples for SPM filtration, mineralogy samples, pigment

analyses, and particle size distribution measurements were collected from

5-a Niskin or Go-Flo sampling bottles lowered by a CTD-mounted rosette

system. Upon recovery, separate samples were drawn for particle size

distribution and pigment analyses. During NASTE 1 and 2, SPM samples were
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filtered by transferring a portion of the bottle sample to a separate

filtering apparatus. During NASTE 3, SPM samples were filtered directly

from the sample bottles. In each case, seawater was drawn through

preweighed 0.4 µm pore size, 47 mm diameter polycarbonate filters under a

15 psi vacuum. Filters were rinsed three times with particle-free

distilled water to remove sea salts, dessicated at room temperature, sealed,

and returned to the laboratory for reweighing and analysis.

2. Light attenuation profiles

Light attenuation data were recorded at every CTD station and on seven

of the Aanderaa current meter deployments. The beam transmissometers used

are fully described by Bartz et al. (1978). The light source is a light-

emitting diode with a wavelength of 660 nm to eliminate attenuation

resulting from dissolved humic acids ("yellow matter"). Accuracy and

stability are sufficient to provide data with an error of <0.5% of the true

light transmission. The path length is 0.25 m to provide excellent

resolution in coastal waters where SPM concentrations typically range from

1 mg 1-¹ to 20 mg 1-¹.

For profiling work, the transmissometer readout was converted from the

normal DC output to a frequency modulated signal compatible with the CTD

data flow. The transmission signal was then recorded on the CTD data tape

along with temperature, salinity, and depth. A realtime strip chart

record was also available to provide a guide to choosing appropriate

depths for discrete water samples.

By correlating the absolute SPM concentrations from filter samples

with the transmissometer reading from the same depth and location,

transmissometer calibration curves were developed for each cruise. Light
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transmission values were first converted to the optical parameter of

attenuation (a) using:

[FORMULA]

where T = percent transmission and R = path length of the instrument (0.25

m). Plots of particle mass concentration (C) versus light attenuation ([alpha])

are shown in Fig. 6; statistical parameters of the least-squares regression

are given in Table 1. Figure6 and Table 1 indicate that correlations between

light attenuation and SPM concentration were significant at the 0.05 proba-

bility level for each cruise. Furthermore, the 95% confidence intervals

for the slope of the lines all overlap, implying that the two variables

possessed a similar functional relationship during all three cruises.

Inspection of Fig. 6 reveals that for NASTE 2 and 3 the most dilute samples

fall below the regression line. To accurately predict SPM values of <~1.5

mg 1-¹ from attenuation readings, a separate regression line is necessary

(Table 1). The most notable change is that the intercept of the lines for

the dilute NASTE 2 and 3 samples average ~0.41 m-¹. One measure of the

effectiveness of transmissometer readings in predicting the true SPM

concentration is a comparison of the value of a at the zero SPM intercept

to that for particle-free water. Tyler et al. (1974) present laboratory

data which show that at 660 nm [alpha] lies between 0.34 and 0.43 m-¹. Both the

NASTE 2 and NASTE 3 intercepts are within or close to that range, indicating

that the variation in particle concentration was indeed the primary influence

affecting the transmissometer readings. Although mass concentration of

particles is commonly the primary influence on attenuation, factors such as

size, shape, number, and index of refraction of the particles are also
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Figure 6. Transmissometer calibration curves for (top) August 1980,
(middle) January 1981, and (bottom) May 1981.
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important. The consistent difference in regression parameters between

NASTE 1 and the following cruises suggests that the particles may have had

somewhat different average characteristics during the late summer than

during winter and spring.

TABLE 1

Linear least squares parameters for regressions of

particle mass concentration (C) and light attenuation (a)
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3. Flux measurements

Measurements of horizontal SPM flux and vertical mass flux were made

at the times and locations given in Table 2. Horizontal SPM flux data were

acquired by means of a transmissometer (identical to the profiling model)

coupled to the directional vane of Aanderaa current meters deployed by J.

Schumacher, PMEL. The attenuation data were recorded internally on the

current meter's pressure channel. The record length for the transmissometer

data varies from 16 to 93 days depending on equipment failures and

degradation of the signal as a result of organic growth on the lens surfaces.

Transport flux was obtained by vector addition of the mean and variable

portions of the flow along two component axes:

TABLE 2

Flux measurements during the NASTE project
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[FORMULA]

where [bar]u, u' and [bar]v, v' = the mean and fluctuating components of the flow

along the east-west and north-south axes, respectively, and [bar]c and c' = the

mean and fluctuating components of the SPM concentration. Transport

direction relative to the component axes is given by

[FORMULA]

Vertical mass flux was measured by newly designed Sequentially Sampling

Sediment Traps (S³T) which collect up to 10 separate flux samples per

deployment (Baker and Milburn, in press). The traps are cylindrical with a

diameter of 25 cm and a height/width ratio of 3.25. These dimensions

follow those recommended by several field and laboratory tests (Gardner,

1980a,b). A steep asymmetric funnel at the bottom of the trap focuses the

settling particles into one of 10 acrylic sample collectors which rotate

into position beneath the funnel at preset intervals. In this study, a new

sample was collected every 11.25 days. Interpretation of the sediment trap

data should be made with caution, however. Instantaneous current speeds

at the trap locations often exceed 50 cm sec-¹, and in high flow conditions

sediment traps may be biased samplers in a way that is not yet fully

understood (Hannan and Grant, 1982).

B. Sample Analyses

1. Gravimetry

Total suspended matter concentrations were determined gravimetrically.

Volumetric samples were collected on 0.4 pm pore size, 47 mm diameter
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polycarbonate filters weighed on a Cahn 4700® electrobalance before and

after filtration. Suspended matter loadings were determined by difference

after correction for weight changes due to the freshwater rinse. This

correction averaged 0.030 mg, 0.021 mg and 0.099 mg for NASTE 1, 2, and 3

applied to an average sample mass of ~2 mg (1.1 - 2.5%). The weighing

precision (2[sigma] = ±0.011 mg) and volume reading error (±10 ml) yield a

combined coefficient of variation in SPM concentration of ~ 1% at mean

sample loading and volume.

2. Particle size

Particle size distributions were determined using a Coulter Electronics

ZBI® particle size analyzer and C1000® channelizer. Water samples were

analyzed shortly after collection. No preservatives were added. Fifty µm

and 200 µm aperture tubes were used for the analyses during NASTE 1 and

NASTE 2. Particles with equivalent spherical diameters of 1-80 µm were

counted with this combination of aperture tubes. In order to avoid problems

in matching the overlap region of the 50 and 200 µm aperture tubes, size

analyses during NASTE 3 were run on an intermediate (100 pm) aperture tube

only. This tube covered the size range 2-40 pm, which included all particles

of interest to this study.

Coulter Counter analyses of particle suspensions yield a very detailed

data distribution. The size range covered by each aperture is broken down

into 100 logarithmically spaced channels of population information. In

order to compare samples, it was necessary to fit the data to a specific

distribution. Bader (1970) has shown that many natural collections of

small particles, such as cosmic and terrestrial dust, oceanic suspended

particles, and fine sediments, have a size distribution well fitted by a

191



hyperbolic (or power) curve: N = -K D[superscript]-c, where N = the number of particles

> a given size,D = particle diameter (or some other parameter),and K and c

are constants. The derivative with respect to size of this cumulative

distribution is an incremental distribution: dN/dD = aD[superscript]-b, where a = cK

and b = c + 1. This distribution has been used by several authors to

describe the observed particle populations in seawater (Carder and Schlemmer,

1973; Lal and Lerman, 1975; McCave, 1975; Brun-Cottan, 1976; Lerman et al.,

1977, Baker et al., 1979): a represents the dN/dD value at D = 1 µm, and b

represents the slope of the distribution (linear on full logarithmic paper).

The slope is thus a measure of the number of large particles relative to

the number of small particles; the larger the slope, the greater the

relative proportion of small particles. Material having a slope b = 3

contains equal volumes of particles in logarithmically increasing size

grades (McCave, 1975). Values of b < 3 indicate that the volume concentra-

tion is skewed towards the larger size grades and values of b > 3 indicates

a skewness towards the finer size grades. Values of b for deep-sea

sediments and suspended particulate matter commonly lie between 3.5 and 4.5

(Lal and Lerman, 1975; Brun-Cottan, 1976; Baker et al., 1979). Inshore and

surface waters commonly have values of b < 3 due to the influence of large

amounts of coarse grained organic (i.e., phytoplankton) and inorganic

particles (Carder and Schlemmer, 1973; Kitchen et al., 1978). In the

present study, variations in slope and intercept of the power distribution

served to distinguish different particle populations.

Sampling variations in the Coulter Counter technique were periodically

assessed by comparing measured particle volumes from replicate samples. In

the example illustrated in Table 3, two Niskin bottles were tripped at the

same depth, two subsamples were drawn from each bottle, and three replicate
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TABLE 3

Coulter counter sampling variations
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analyses were performed on each subsample. Comparison of the means of the

particle volume for each subsample (Natrella, 1963), at the 0.01 level of

significance, indicates that there is no basis for concluding that the

average volume for either diameter range (i.e., the 50µm and 200pm

apertures) differs between subsamples or sampling bottles.

Examination of the volume measured in the 6.36 - 41.1 µm range reveals

much larger variations than in the finer size range. This condition arises

from the fact that at the coarse end of the particle range (D>~20µm) particle

counting statistics are poor because of a small concentration of particles

(<~5 per ml for each one µm interval; Fig. 7). And since volume is

proportional to the cube of the radius, a small change in the number of

large particles results in a large change in total volume.

3. Organic matter concentrations

The efficiency of hydrogen peroxide in oxidizing particulate organic

matter from seawater samples has been demonstrated by Crecelius et al.

(1974) and Landing (1978). The filters were placed in 20 ml of 10% H202

for 30-45 minutes at room temperature, sonicated for one minute to remove

the particles, then taken from the H202 and rinsed. The particles remained

in the hydrogen peroxide for 24 hours in a 60°C oven. Each H[subscript]2O [ su bs cr ip t]2 -particle

suspension was then poured back through the original sample filter, dried

in a dessicator, and weighed. The concentration of organic matter was

determined by the weight difference after treatment with hydrogen peroxide.

4. X-ray diffraction mineralogy

Selected samples for clay mineral determination were collected on

cellulose membrane filters (Baker, 1973). Organic matter was removed from
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Figure 7. Incremental particle distribution, dN/dD, for replicate
Coulter Counter samples.



the samples by hydrogen peroxide treatment in order to improve the quality

of the diffractograms. Afterwards, the filters were dissolved in acetone

until all traces of the filter material had disappeared. The resulting

suspension was then refiltered through a Selas Flotronics® pure silver

membrane filter (47mm diameter, mean pore size 0.45µm) in order to prepare

an oriented mount for x-ray analysis. All samples were analyzed on a

Phillips diffractometer with CuK[alpha][subscript] radiation and graphite focusing mono-

chromator, scan speed 1°20/min.

5. Phytoplankton pigments

The concentration of phytoplankton pigments was measured in selected

samples. Subsamples (100 ml) were drawn from the sample bottles and

filtered onto a glass fiber filter. The filter was then immersed in 90%

acetone and sonicated for five minutes. Solids were separated by centri-

fugation. Chlorophyll a and pheophorbide a were measured by the

fluorometric method of Holm-Hansen et al. (1965) using a Turner model 111

fluorometer.

V. RESULTS

A. North Aleutian Shelf Region

1. Areal suspended matter and salinity distributions

Comparison of surface attenuation and salinity (Fig. 8) during NASTE 1

shows considerable agreement in terms of source areas and gradients. In
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Figure 8. Areal maps of light attenuation (top) and salinity (bottom)
at the surface during August 1980. Contour interval is 0.2 m-¹
for attenuation and 0.2 °/o for salinity.
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general, attenuation and salinity contours ran predominantly alongshore,

closely following the trend of the bathymetry. Prominent freshwater

sources such as the Izembek Lagoon area (just east of Unimak Island), the

Port Moller area, and Kvichak Bay, also showed high attenuation values.

Isolated high values of attenuation at nearshore stations (e.g. station

NA52, Fig. 1), were caused by tidal resuspension in shallow water.

Attenuation and salinity (Fig. 9) 5m above bottom (mab) showed

patterns similar to the surface values, especially for salinity. A source

of deep, high salinity water intruded from the northwest. Organization of

the salinity contours along isobaths was more pronounced than in the

surface waters. The influence of coastal freshwater sources was dimin-

ished, except for large sources such as Port Moller and Kvichak Bay.

Because near-bottom attenuation is strongly influenced by local changes

caused by bottom resuspension (e.g., station NA52), the contour pattern was

more complicated than that of salinity. The trend of the contours was

still alongshore, however. Superimposed upon this trend was a tendency for

low attenuation values to occur near the center of each transect, roughly

at the 50-m isobath. This pattern was particularly evident in the transects

east of Port Moller. West of Port Moller the pattern was intermittent and

not well described by the contour interval of Fig. 9. Note that the 50-m

isobath is the approximate dividing line between the middle and coastal

domains (Kinder and Schumacher, 1981a).

Oceanographic conditions during the winter (NASTE 2) resulted in a

very close association between attenuation and salinity in both surface and

bottom waters. Attenuation and salinity (Fig. 10) contours in the surface

waters followed the isobath trends closely. Asymmetric trends of attenuation

and salinity contours inshore of ~50 m suggest net transport to the northeast.
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Figure 9. Areal maps of light attenuation (top) and salinity (bottom)
at the bottom during August 1980. Contour interval is 0.2 m-¹
for attenuation and 0.2 °/0o for salinity.
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Figure 10. Areal maps of light attenuation (top) and salinity (bottom)
at the surface during January 1981. Contour interval is 0.2
m-¹ for attenuation and 0.2 °o for salinity.
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A strong particle and freshwater source at Port Moller, for example, appeared

to be elongated eastward along the coast. Another fresh water source was

the Izembeck Lagoon area, but this area was not a significant particle

source. These pockets of high turbidity and/or low salinity were separated

by small areas of low attenuation and high salinity (e.g., stations NA46

and NA22). Seaward of ~50 m both alongshore and offshore gradients of

salinity and attenuation became very low. Particle concentrations in this

zone were nearly identical throughout the study area.

Descriptions of attenuation and salinity (Fig. 11) distributions in

the bottom water during NASTE 2 are essentially the same as those presented

for the surface water: Stations NA46 and NA22 separated regions of higher

attenuation and freshwater content. Alongshore and offshore gradients

were very low seaward of the 50-m isobath. Unlike NASTE 1, the near-bottom

attenuation distribution showed little indication of isolated highs or lows

attributable to resuspension activities. The weak vertical stratification

throughout the region in winter (see section V. A2. below) evidently en-

couraged vertical mixing and thus prevented the creation of a bottom

nepheloid layer other than that associated with isolated coastal sites

where freshwater input was significant.

The NASTE 3 cruise encountered a return to conditions similar to those

observed during NASTE 1. Surface salinity (Fig. 12) contours were parallel

to the isobaths as usual and freshwater sources were evident in Port Moller

and Port Heiden (no data was collected from the two easternmost transects).

Prominent particle sources (Fig. 12) were Izembek Lagoon, Port Moller, and

Port Heiden. In addition, isolated highs throughout the region, always

associated with a high chlorophyll a concentration, were indicative of

phytoplankton patchiness.
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Figure 11. Areal maps of light attenuation (top) and salinity (bottom)
at the bottom during January 1981. Contour interval is 0.2 m-¹
for attenuation and 0.2 °/o for salinity.
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Figure 12. Areal maps of light attenuation (top) and salinity (bottom)[subscript]-1
at the surface during May 1981. Contour interval is 0.2 m
for attenuation and 0.2 °/,o for salinity.
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The salinity distribution in the deep water (Fig. 13) again showed an

intrusion of high salinity water from the west and a strict correlation

between bathymetric and salinity isolines. Offshore gradients became very

low seaward of -50 m. Attenuation contours (Fig. 13) clearly described an

SPM minimum zone along the 50-m isobath on every transect but the shallowest

(the easternmost transect). This pattern was much more pronounced than

during NASTE 1 and generally was not interrupted by isolated highs caused

by resuspension.

The relationship between salinity and SPM concentrations in the surface

waters of the North Aleutian Shelf region can be described by the use of a

salinity vs. attenuation scatter plot analogous to the mixing diagrams used

to trace the loss or addition of dissolved (Liss, 1976) or particulate

(Baker, 1982) constituents in estuarine regions. During NASTE 1

and 3, correlations between attenuation and salinity were similar:

r - -0.56 with a slope of -0.16 during NASTE 1 and -0.47 during NASTE 3

(Fig. 14). Salinity was a poor predictor of SPM concentration during these

times, because particle sources other than freshwater runoff were important.

These sources included resuspension and subsequent vertical mixing of

particles into the surface waters (in the nearshore zone) and in-situ

phytoplankton production.

The shape of the salinity-attenuation scatter plot was noticeably

different during NASTE 2 (Fig. 14). Attenuation values fell rapidly with

increasing salinity up to ~31.5‰; above that value very little change

was observed in attenuation. The areal plots (Fig. 10) indicate that this

point marks the transition between steep offshore gradients of attenuation

landward of ~50 m and essentially uniform attenuation values to seaward.
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Figure 13. Areal maps of light attenuation (top) and salinity (bottom)
at the bottom during May 1981. Contour interval is 0.2 m-¹for
attenuation and 0.2 °/oo for salinity.
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Figure 14. Light attenuation vs. salinity in the surface water at NA
stations for (top) August 1980, (middle) January 1981, and
(bottom) May 1981. Inset for NASTE 1 data shows the complete
data set.
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Seasonal changes in the average water column attenuation and salinity

(based on 1-m averaged data from CTD casts at each NA station) in the NAS

region were small. Attenuation decreased from 1.17 ± 0.86 m-¹ during NASTE

1 to 0.97 ± 0.90 m-¹ and 0.92 ± 0.25 during succeeding cruises. These

means are identical at a significance level of 0.05 (Natrella, 1963).

Salinity changes are also small and statistically non-significant, but it

is instructive to note that the steady increase in salinity from NASTE 1 to

3 mirrored the decrease in attenuation, just as salinity was inversely

proportional to attenuation during each cruise.

2. Density and SPM cross-sections

Vertical cross-sections for lines 1 (NA17-NA22), 2 (NA34-NA40), and 3

(NA47-NA52) normal to the Alaskan Peninsula (Fig. 1) were constructed from

CTD casts on each cruise. These lines were chosen to reflect SPM conditions

in different sections of the NAS study area.

Density cross-sections during NASTE 1 (Figs. 15, 16, and 17) typically

showed isopycnals sloping landward, indicative of a weakly stratified

two-layer system. Horizontal [ s ig ma ][ su bs cr ip t]t contours were found only at the westernmost

line, where a reverse slope to the isopycnals clearly indicated an intrusion

of relatively dense, deep water as close to shore as the 30-m isobath.

Inshore stations on lines 2 and 3 showed nearly complete vertical mixing,

whereas the density profile at Station NA22 on line 1 showed a prominent

gradient due to freshwater influence from rivers in the Kvichak Bay area.

SPM distributions (Figs. 15, 16, and 17) closely followed the observed

density pattern. Sites of strong horizontal density gradients on lines 1

(Station NA20), 2 (Station NA37), and 3 (Station NA51), were also sites of

strong horizontal SPM gradients. Landward of these points, SPM contours

207



Figure 15. Attenuation (top) and density (bottom) cross-sections for line
1 (stations NA17-22), August 1980.
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Figure 16. Attenuation (top) and density (bottom) cross-sections for
line 2 (stations NA34-40), August 1980.
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Figure 17. Attenuation (top) and density (bottom) cross-sections for
line 3 (stations NA47-52), August 1980.
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followed the trend of the [sigma][subscript]t contours, becoming vertically mixed on lines 2

and 3 and vertically stratified on line 1. Seaward of Stations NA20, NA37,

and NA51 (i.e., ~the 40-m isobath), the vertical SPM distributions became

typical of nearly all offshore stations in the study area. A strong three-

layer distribution was well developed; a horizontally uniform mid-depth

minimum zone separated horizontally variable layers of higher turbidity in

the surface and bottom waters. This distribution is characteristic of the

middle domain (Kinder and Schumacher, 1981a) in the southeastern Bering Sea.

Line 3 was particularly interesting because it showed an excellent example

of relatively clear deep water intruding along the seafloor until blocked

by the coastal front produced by strong tidal mixing of water and partic-

ulates in the near-shore zone. High attenuation values in the near-bottom

waters at Stations NA49, NA50, and NA51 were presumably due to resuspended

sediment trapped in a thin bottom nepheloid layer below the intruding deep

water.

Conditions during the winter cruise, NASTE 2, were significantly

different both for density and SPM distributions (Figs. 18, 19, and 20).

Density stratification was weak or absent throughout the region; only line

2, off Port Moller, showed signs of freshwater input in the density structure.

SPM distributions were also generally unstratified. Absence of the middle

domain stratification characteristics to at least a depth of 80 m resulted

in a vertically uniform SPM distribution on all lines.

Late spring (NASTE 3) was a return to a period of strong vertical

stratification throughout the study area (Figs. 21, 22, and 23). A surface

mixed layer ~10 m thick was present along each line, separated from the

underlying waters by 0.2 - 0.4 [sigma][subscript]t units at the offshore stations. Tidal

mixing produced vertically homogeneous water landward of about 30 m.
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Figure 18. Attenuation (top) and density (bottom) cross-sections forline 1 (stations NA17-22), January 1981.
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Figure 19. Attenuation (top) and density (bottom) cross-sections forline 2 (stations NA34-40), January 1981.
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Figure 20. Attenuation (top) and density (bottom) cross-sections for
line 3 (stations NA47-52), January 1981.

214



Figure 21. Attenuation (top) and density (bottom) cross-sections for
line 1 (stations NA17-22), May 1981.
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Figure 22. Attenuation (top) and density (bottom) cross-sections for
line 2 (stations NA34-40), May 1981.
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Figure 23. Attenuation (top) and density (bottom) cross-sections for
line 3 (stations NA47-52), May 1981.
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Beneath the surface mixed layer, [s igma ][su bsc ript ]t contours dipped steeply landward.

SPM distributions were controlled by the strong pycnocline, weak

stratification below the pycnocline, and inshore tidal mixing. Stations

where the pycnocline was strongest (NA18, NA17, NA36, and NA34) had intense

SPM maxima at the bottom or just below the surface mixed layer. Based on

information from particle size distributions and phytoplankton pigment

concentrations, these subsurface highs were produced by in-situ phyto-

plankton growth.

Weak stratification below the pycnocline allowed bottom resuspension to

produce a thick nepheloid layer. The mid-depth minimum typical of NASTE 1

was only found along line 3 where vertical stratification below the

pycnocline was slightly greater than along lines 1 and 2.

Inshore vertical density stratification was almost nonexistent on

lines 1 and 3, and attenuation values were likewise vertically uniform.

Freshwater input from Port Moller produced weak stratification at stations

NA40 and NA39 (line 2) and induced a similar stratification in attenuation,

by preventing the upward mixing of resuspended sediments.

In a highly energetic region such as the North Aleutian Shelf, instan-

taneous occupations of a station line may be unrepresentative of the "average"

conditions typical of an entire season. Transient weather conditions may

completely interrupt the seasonal pattern of hydrographic structure and SPM

distribution. For these reasons, certain transects were occupied several

times during the NASTE 1, 2, and 3 cruises in order to gauge the magnitude

of short-term variability in the particle distributions. During NASTE 1,

line NA34-NA40 was traversed during the following (GMT) times (Fig. 24):

20 Aug. 1308-2139, 24 Aug. 0706-1436, and 31 Aug. 1702 - 1 Sept. 0010. An

adjacent transect, line NA41-NA46, was occupied four separate times (Figs. 25

218



Figure 24. Attenuation (top) and density (bottom) cross-sections for stations NA34-40 on
August 20 (left), August 24 (middle), and August 31, 1980 (right).



Figure 25. Attenuation (top) and density (bottom) cross-sections for stations NA41-46 on
August 19 (left), and August 24, 1980 (right).



and 26): 19 Aug. 0655-1344, 24 Aug. 1740-2354, 31 Aug. 0709-1225, and

2 Sept. 2009 - 3 Sept. 0035. During NASTE 2 line NA34-NA40 was occupied

twice (Fig. 27): 31 Jan. 0330-1200 and 8 Feb. 1323-1945. During NASTE 3

line NA41-NA46 was occupied three times (Fig. 28): 15 May 0147-1135,

25 May 0420-1042, and 30 May 1237-1815.

The only significant short-term perturbations were noted during NASTE

1 as the result of a brief storm which destroyed the front separating the

coastal and middle shelf hydrographic domains (Pearson et al., 1980). On

17-18 Aug. 1980 the remnant of typhoon MARGE passed through the study area

with winds in excess of 30 m sec . Transects run the following day (Figs. 24

and 25) showed that the density field was vertically homogeneous at least

out to the 60-m isobath, with very weak stratification in deeper water.

SPM contours were also vertical out to ~40 m; beyond that depth values

increased from surface to bottom as a result of gravitational settling and

resuspension. Transects occupied subsequently document the reestablishment

of the frontal and domain characteristics typical of late summer. Prior to

the 24 Aug. transects, a period of moderate (5-10 m sec-¹) northeasterly

winds appeared to drive an offshore Ekman flux, resulting in vertical

density and SPM stratification as far inshore as the 20-m isobath. At this

time, however, stratification was best developed in waters deeper than

~60 m where a prominent SPM minimum had developed in association with the

maximum density gradient. By the 31st of August, increasingly strong tides

had firmly reestablished the well-mixed coastal domain and the inner front

separating it from the two-layer middle domain (Figs. 24 and 26). SPM

distribution in the middle domain showed the typical mid-depth minimum zone

separating the well-mixed surface layer from the resuspension-induced BNL.

The thickness of the BNL was controlled by the thickness of the bottom-mixed
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Figure 26. Attenuation (top) and density (bottom) cross-sections for stations NA41-46 on

August 31 (left), and September 2, 1980 (right).



Figure 27. Attenuation (top) and density (bottom) cross-sections for stations NA34-40 on
January 31 (left), and February 8, 1981 (right).



Figure 28. Attenuation (top) and density (bottom) cross-sections for stations NA41-45 on
May 15 (left), May 25 (middle), and May 30, 1981 (right).



layer, which was generally greater along the NA40-NA34 line than along the

NA41-NA46 line. Line NA41-NA46 was occupied a final time on 2 Sept. and

found basically unchanged (Fig. 26).

Winter conditions along the NA34-NA40 line were found to be quite

uniform on the scale of a week (Fig. 27). Density stratification was

minimal except for just offshore of Port Moller where freshwater outflow

caused a low density surface plume and higher attenuation values during the

second occupation. Although the general structure of the density and SPM

distributions remained constant throughout NASTE 3, the attenuation levels

of individual stations showed high variability. During all three occupations

of the NA41-NA46 line, a well-developed SPM mid-depth minimum zone was

present seaward of Station NA45. Near-bottom attenuation values were

always highest at the inner and outer ends of the transect, in good

agreement with the regional pattern evident in the areal plot (Fig. 13).

The surface layer showed numerous isolated high and low attenuation zones

which were largely attributable to phytoplankton patchiness.

3. Particle size distributions

The particle size distribution (PSD) data from the North Aleutian

Shelf area are summarized by reference to the NA34-NA40 station line.

Variations along other transects during each cruise closely followed the

changes observed along the NA34-NA40 line.

Data from NASTE 1 (Fig. 29A and B) indicated good agreement between

PSD curves from surface and bottom waters. Slopes averaged 3.24±0.55 in

the surface water and 3.35±0.50 5 m above bottom. Intercept values averaged

4.8 x 10[superscript]5 and 3.9 x 10[superscript]5 for surface and bottom samples. The inshore station,

NA40, clearly showed the effects of fine-grained particle sources supplied
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Figure 29. Incremental cumulative curves for particle populations along the NA34-40 station line

from surface (A) and bottom (B) samples from NASTE 1, and surface (C) and bottom (D) samples

from NASTE 2.



from the adjacent lagoon environment: the slope and intercept for the

surface water sample were 4.16 and 27.0 x 10 , indicative of a turbid,

fine-grained particle population.

PSD curves from NASTE 2 (Fig. 29C and D) show the influence of strong

horizontal and weak vertical gradients in both density and SPM concentra-

tion typical of winter conditions. The family of curves for each depth

horizon are virtually identical, while variation within each horizon is

much greater than at any particular station. Particle populations in both

surface and bottom waters became more turbid and relatively coarser grained

progressing inward from Station NA34. Slope and intercept for surface and

5 mab at NA34 were 4.08, 3.1 x 10[superscript]5 and 3.74, 3.1 x 10[superscript]5, respectively.

These values are relatively steady seaward of ~50 m (NA37); landward of

this position horizontal density and attenuation gradients increased markedly.

By NA40, slope and intercept values for surface and 5 mab were 3.10, 14.2 x

10[superscript]5 and 3.24, 17.7 x 10[superscript]5 , significantly different than the surface and

bottom averages for the entire line: 3.87 ± 0.41, 7.6 x 10[superscript]5 and 3.69 ±

0.32, 5.1 x 10[superscript]5.

The different conditions prevailing between NASTE 1 and 2 can be

illustrated by comparing the individual inshore and offshore stations from

each cruise (Fig. 30). Landwardmost and seawardmost stations during NASTE 1

were virtually indistinguishable from each other at the coarse end of the

particle size spectrum and gradually diverged towards the fine-grained end.

That is, the slope of the PSD curves was highest for the inshore station.

The same stations during NASTE 2 showed far greater between-station than

within-station variability.

Surface-bottom differences in the particle populations were also

observed during NASTE 3 (Fig. 31). Horizontal variability in slope and
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Figure 30. Incremental cumulative curves for particle populations at (A) an offshore station (NA34)
and (B) an inshore station (NA40) during NASTE 1, and offshore (C) and inshore (D) stations
during NASTE 2.



Figure 31. Incremental cumulative curves for particle populations along
the NA34-40 station line from surface (top) and bottom
(bottom) samples from NASTE 3.
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intercept values was lower than in either of the two previous cruises, a

fact which can be attributed to the well-developed surface and bottom mixed

layers present during the spring (Fig. 32). Average surface values of the

slope and intercept were 3.76 ± 0.39 and 1.0 x 10[superscript]5 with no distinct spatial

trend. Average bottom values were quite different: 2.91 ± 0.37 and

0.8 x 10[superscript]5, again with no definite spatial trend. As a group, these bottom

samples were the coarsest measured on any cruise.

Although no clear spatial trends are evident within individual horizons,

the influence of changing hydrographic regimes between the inshore and

offshore stations can nevertheless be detected in the relationship between

the surface and near-bottom samples. Figure 32 traces the surface and

near-bottom PSD curves from NA34 to NA40 during NASTE 3. Curves from the

offshore stations vary independently; particularly obvious are broad peaks

in the surface samples which do not occur in the bottom samples and the

greater concentration of coarse-grained particles. Moving inshore, the

curves become progressively more similar, until at NA40, well inside the

well mixed coastal domain, the surface and bottom curves are virtually

identical. As during NASTE 2, agreement in the particle population

characteristics substantially improves landward of ~40-50 m depth.

4. Organic matter concentrations

Available SPM samples from the seawardmost and landwardmost stations

of all NA transects from each cruise were analyzed for organic matter

content in order to characterize possible differences between the middle

and coastal SPM domains. Table 4 summarizes these results.
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Figure 32. Incremental cumulative curves for particle populations at
the surface and bottom at each station (NA34-40 station
line) from NASTE 3. A is the outermost station and F is
the innermost station.
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TABLE 4

Percent organic matter in SPM samples from the North Aleutian Shelf region

The highest overall percentage of organic matter (43.0%) was recorded

during NASTE 3, the cruise conducted during the normally highly productive

spring bloom period. The percent organic matter was only slightly less

during the late summer (40.5%, NASTE 1) and substantially lower in winter

(34.3%). The lowest values recorded (~25%) were the surface and near-bottom

values from the inshore winter stations; the offshore winter surface value

was only slightly lower than its summer and spring counterparts. Offshore

winter near-bottom values were higher than either spring or summer, an

anomaly apparently caused by the relatively unimpeded vertical exchange

between surface and bottom waters when density stratification is minimal.

Averaged over all three cruises, the surface offshore percent organic

matter (50.6%) was significantly greater than the inshore value (38.0%),

perhaps due to dilution of phytoplankton-produced organic matter in the

coastal zone by inorganic detritus from shore and bottom erosion and re-

suspension. Differences in phytoplankton standing stock or primary pro-
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duction between the coastal and middle domains, however, were not investigated

during this study.

Near-bottom percent organic matter values were always less than the

surface values, although the inshore-offshore pattern differed seasonally.

Offshore near-bottom values in the spring and summer were lower than the

corresponding inshore values because the offshore samples were insulated

from the productive surface waters by the regional pycnocline. Resuspension

of bottom sediment relatively poor in organic matter was a major source of

particles to the offshore near-bottom water at these times. During winter,

however, offshore near-bottom organic matter values were greater than the

inshore values.

5. X-ray clay mineralogy

Results from the clay mineralogy analyses were inconclusive. The

only peaks observed on any diffractogram were from silt-sized particles

such as quartz and feldspars. Clay mineral concentrations in the water

column were not great enough to yield measurable results by standard

sampling techniques. Future efforts to quantify the clay mineral suite

in suspension must encompass special techniques to recover, filter, and

concentrate large volumes (10-20 £) of seawater.

6. Particle flux measurements

a) Vertical particle flux

Vertical particle flux was measured at Stations TP2B, TP7, TP8, and

TP9 between NASTE 1 and NASTE 2 (Fig. 3). Sequentially sampling sediment

traps (S³T) were deployed 11 to 15 m above bottom at each station in con-

junction with transmissometers to measure light attenuation and current
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meters to measure current flow and water properties. Each sediment trap

collected 9 separate flux samples of 11.25 days each, beginning on February

3 0600 (TP2B), February 3 0540 (TP7), February 6 0020 (TP8), and February 4

0400 (TP9) and ending on or around May 16 (all times local).

Average total sedimentation rates (TSR) varied from <2 g m-²day-¹ at

TP8 to >9 g m-²day-¹ at TP7 and TP9, the shallowest and deepest stations,

respectively (Table 5). Stations TP7, TP2B, and TP9 were along a transect

normal to the coast, while TP8 was located ~56 km to the southwest at about

the same depth at TP2B. Thus the TSR appears to be depth controlled, with

large values found both close inshore and seaward of the coastal front,

whereas smaller values were found near the zone where the SPM distribution

changed from vertically stratified to horizontally stratified during NASTE

3 (see Figs. 21, 22, and 23). This zone may be considered the location of

the coastal front along the North Aleutian Shelf region. Other indications

also point to a higher energy environment at the TP7 and TP9 locations

relative to TP8 and TP2B. The average flux of particles >38µm at TP7 and

TP9 was 4 to 16 times greater and comprised 51.2% of the total flux com-

pared to only 31.0% at TP8 and TP2B.

Much of the mixing energy in the nearshore waters of the Alaskan

Peninsula is provided by wind events whose energy output varies greatly in

time (Kinder and Schumacher, 1981a). Similarly, the flux of organic matter

is dependent on seasonal plankton cycles. Thus "average" characterizations

of the vertical SPM flux, while useful for defining regional variability,

can not adequately describe the processes which control the flux. This

point is illustrated by the temporal flux variability as recorded by the

11.25 day samples from each of the S3T (Fig. 33). The TSR at TP7 and TP9

varied by as much as a factor of 15 between successive collection periods;
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changes on the order of 5x were common. At TP8 and TP2B, however, temporal

variability was far lower; the maximum observed was a 7-fold change and

changes >2x were rare. Changes in the flux of fine and coarse-grained

particles followed the same trends (Fig. 34). It is clear from Figs. 33

and 34 that this variability was not random. Sedimentation rates showed

clear maxima in collection periods 4 (March 8-19), 6 (March 31-April 1),

and 9 (May 3-14) at TP9. The same sequence was recorded at TP7 (except for

a shift from period 4 to period 3) and, in reduced fashion, at TP2B. TP8,

located 56 km down the coast from the others, showed no clear pattern in

its much lower flux rate. Although the grain-size composition was highly

variable at each site (Fig. 35), there was no clear pattern to the changes.

The temporal pattern of the biogenic portion of the flux was dominated

by onset of increased phytoplankton production in the spring (Fig. 33).

The flux of phytoplankton pigments, expressed as chlorophyll a equivalents

[= chlorophyll a + (1.52) pheophorbide, the chlorophyll a degredation

product; see Shuman and Lorenzen (1975)], varied only slightly at all stations

through the first seven collection periods. Towards the end of the deployment,

however, the pigment flux rose sharply, especially at TP9 where density

stratification could produce a stable surface mixed layer to encourage

primary production.

b) Horizontal particle flux

Variations in attenuation at the mooring sites were primarily the

result of tidal forcing. Both inshore and offshore records (Fig. 36) showed

significant (at the 0.05 level) spectral peaks in the attenuation record at

periods of approximately 1, 0.5, 0.33, and 0.25 days. Significant variations

were also caused by longer period events such as the fortnightly waxing and
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Figure 34. Flux values for fine- and coarse-grained particles in the
NAS sediment traps.
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Figure 35. Variability of particle-size partitioning of sediment trapmaterial.
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Figure 36. Variance spectra for attenuation records. A, TP7; B, TP2; C, TP8; D, TP6; E, TP4; F, TP9.
Peaks occur at tidal frequencies.



waning of tidal energy, as expressed by the large proportion of spectral

variance at periods of ~10 days. Attenuation variance levels were greatest

at TP7, the shallowest station, and least at TP9, the deepest station.

Variance at other stations was roughly proportional to the depth, but did

not vary in a strictly linear fashion.

Figs. 37 and 38 illustrate the character of the mooring records from

the landwardmost and seawardmost stations. Station TP7 shows very large

daily variations throughout the record, as well as several 5- to 10-day

intervals where the turbidity values were routinely 4x the "normal" value

of ~2 m-¹. These aperiodic events are probably related to the local weather

(at present, the local wind record from the temporary shore station has not

finished the data processing routine). Station TP9 (Fig. 39) shows a very

different attenuation record. (The record has been terminated at Mar. 27

since past that time fouling of the transmissometer lenses rapidly deteriorated

the attenuation signal. Fouling was not found to be a problem in the much

more energetic environment at TP7.) Daily changes are very small.

Sediment flux calculations (Table 6) show clear differences between

inshore and offshore stations. SPM fluxes were >7 µg cm-² sec-¹ at TP7,

TP2, and TP8, but <~2 µg cm-² sec-¹ in deeper waters. No consistent transport

direction was found, but it should be remembered that net flow in this environment

is difficult to interpret due to its very small magnitude relative to the

tidal variations (Kinder and Schumacher, 1981b). The direction of net

sediment flux usually agreed closely with that of the net water flow.

Sediment flux at the offshore moorings was directed alongshore at the

deepest two sites (TP4 and TP9) and inshore at TP6, a slightly shallower

site. Sediment flux at the three inshore stations had a strong alongshore

component to the southwest, away from Port Moller.
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Figure 37. Current meter/transmissometer record at TP7.



Figure 38. Current meter/transmissometer record at TP9. Note change in scales from Figure 37.



Figure 39. Mean speed and mean attenuation values averaged over sediment
trap collection periods.
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TABLE 6

Sediment flux calculations

It is also interesting to note that the correlation between mean

current speed and sediment transport magnitude is poor. Mean current speed

about doubles from TP9 to TP7, whereas sediment flux increases approximately

fifteenfold. This difference can be explained on the basis of particle

availability; the high SPM concentrations typical of the near-shore region

result in much greater mass transport with only a moderate increase in

current flow.

Comparison of the incremental sedimentation rate, mean current speed,

and mean attenuation (Fig. 39) shows clear differences between nearshore

and offshore environments. All three parameters follow similar trends at

TP7, implying that the particles are thoroughly mixed throughout the water

column and that these mixing processes are more important in controlling

the distribution and transport of particles in the water than are sed-

imentation processes. At TP9, the TSR and mean speed trends are nearly
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independent, except for a mutual minimum during period 5 (a quiescent time

over the entire region). Similarly, the truncated attenuation record shows

essentially no change even with a near doubling of mean speed between

periods 1 and 3. These results arise from the fact that the TSR at TP9 is

strongly influenced by settling particles originating in the surface layers

as well particles resuspended and advected within the BNL. TP8 and TP2B

appear to be intermediate between these extremes in the relationship

between sedimentation and current speed.

B. St. George Basin Region

Field work in this region was done to ascertain SPM distributions

characteristic of the hydrographic domains as described by Kinder and

Schumacher (1981a). Extensive descriptions of the physical oceanography of

the southeastern Bering Sea are available, but data on the particle

distributions are sketchy and related almost exclusively to purely

biological processes (e.g., chlorophyll a distributions; Iverson et al.,

1979).

Because the field emphasis in this project was the North Aleutian

Shelf region, station coverage in St. George Basin was not uniform for all

three cruises. Furthermore, equipment problems during NASTE 2 resulted in

only a few CTD casts having acceptable transmissometer data. Data coverage

was most complete during NASTE 3.

1. Density and SPM cross-sections

The longest continuous line of stations across the southeastern Bering

Sea hydrographic domains was occupied during NASTE 1 and encompassed
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Stations PL1 to PL24 (Fig. 40). (This line duplicated a standard station

line used by the NSF PROBES Program.) The density cross-section clearly

reveals the various hydrographic domains. The coastal domain, identified

by vertically homogeneous water, was found inshore of about Station PL19

(approximately the 45-m isobath). The inner front, characterized by a high

horizontal density gradient in the bottom water, occurred between

Stations PL18 and PL16. Seaward of this zone, a strong two-layer stratifi-

cation marks the middle domain. The broad middle front appeared to be

centered around Station PL8. Further seaward the stratification separating

the wind mixed surface layer and the tidally mixed bottom layer became more

moderate and typical of the outer shelf domain. Surface expression of the

shelf break front was seen between Stations PL2 and PL3.

Several features of the SPM distribution reflect these hydrographic

domains. In the coastal domain, particles were well mixed throughout the

water column with only slight increases in near-bottom attenuation levels

due to gravitational sinking of large particles. Both the middle and outer

shelf domains were characterized by a three layer SPM distribution.

Particles in the bottom water were trapped below the regional pycnocline

and created a bottom nepheloid layer with a sharp vertical gradient. Both

bottom nepheloid layer concentrations and vertical gradients appeared

substantially lessened at stations where horizontal near-bottom density

gradients increased (i.e., Stations PL9 and PL18). Above the nepheloid

layer was a broad zone where SPM concentration gradients were low in both

horizontal and vertical directions. This zone was terminated in the

landward direction by the inner front. Above the mid-depth minimum zone,

SPM concentrations are highly variable and probably controlled by phyto-

plankton patchiness.
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Figure 40. Attenuation (top) and density (bottom) cross-sections for the PL line during NASTE 1.



The data set from NASTE 3 is both geographically and temporally more

extensive. An abbreviated portion of the PL line was occupied twice, once

on May 17 and May 18 (Fig. 41) and again May 23 and 24 (Fig. 42).

The middle and outer shelf domains were again identified during the

spring cruise. Sampling did not extend landward far enough to reach the

coastal domain. The most significant change appeared to be in the strength

and position of the pycnocline in the middle domain. During NASTE 1,

Brunt-Väisälä frequencies averaged 10.9 ± 1.4 cph in the middle shelf

pycnocline; during NASTE 3 the stability averaged 10.1 ± 1.2 cph during the

first PL occupation and only 8.7 ± 0.6 cph during the second. Maximum

Brunt-Väisälä values were found an average of 16 ± 4 m above bottom during

NASTE 1; during NASTE 3 the average was 47 ± 8 m above bottom during the

first occupation, lowering to 25 ± 9 m above bottom during the second.

Although the general character of the SPM distribution was similar to

NASTE 1, these alterations in the density distribution had demonstrable

effects on the details of the SPM cross-sections. During the first PL

occupation (Fig. 41), the extreme thickness of the bottom mixed layer

effectively destroyed the mid-depth minimum zone landward of the middle

shelf by allowing resuspended particles to be mixed high into the water

column. Six days later, during the second PL occupation, the horizon of

maximum stability had lowered to within ~ 25 m of the seafloor and thus

allowed the reestablishment of a mid-depth minimum zone throughout the PL

line (Fig. 42).

Data collected along three other lines parallel to the PL line (Fig. 2)

also exhibited similar relationships between the density stratification and

the vertical SPM distribution.
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Figure 41. Attenuation (top) and density (bottom) cross-sections for
the PL line, May 17-18, 1981.
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Figure 42. Attenuation (top) and density (bottom) cross-sections for
the PL line, May 23-24, 1981.
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2. Particle size distributions

Although particle size distribution data was collected at all St.

George Basin stations, only samples from stations along the PL line will be

discussed in detail. This transect was the only one occupied on each

cruise and is representative of the entire region.

All distributions show excellent correlation with a power law dis-

tribution (see Section IV. B.1.). Correlation coefficients (r²) for all

samples were >0.95. The power law distribution fails only at diameters

>~20 µm in the surface water where large concentrations of particles over a

narrow size range (i.e., phytoplankton) result in deviations from the

linear trend. During NASTE 1 and 2, a slight change of slope was observed

at ~4 pm diameter (see Fig. 43; data from NASTE 3 was inconclusive on this

point). This intersection has been noted in other oceanic samples processed

by Coulter Counter techniques (Bader, 1970; Brun-Cottan, 1976; and McCave,

1975). Its origins and implications are unknown at present. To compare

distribution slopes between cruises and depths, then, only the range between

4 and 20 pm was considered in calculating the power law regression co-

efficients.

Surface water along the PL line during NASTE 1 contained particle size

distributions (PSD) with both the steepest slope and highest particle

concentrations of any portion of the water column during any cruise (Table 7,

Fig. 43). Variability in the family of PSD curves is high, with peaks in

both the ~20 µm and 3 - 5 pm range perhaps indicative of specific kinds of

phytoplankton. PSD curves in the mid-depth minimum zone are much more

coherent. The average slope (4.19) shows a marked decrease from the surface

samples (4.54) and the intercept value is lower by an order of magnitude

(Table 7). The slope of the near-bottom samples decreases still further,
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Figure 43. Incremental cumulative curves from the PL line during NASTE 1 for surface water (A), minimumturbidity zone (B), bottom water (C). Curve envelopes for each group are also shown.



TABLE 7
Particle size distribution parameters from

PL line in St. George Basin
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although the intercept value is greater than for the minimum zone samples.

The relative characteristics of the family of PSD curves from each

depth horizon are compared in Fig. 43. Samples from the surface and bottom

are seen to occupy very similar plot coordinates, while those from the

minimum zone are distinct. Furthermore, PSD curves in all three horizons

are uniform throughout the PL line (through PL20). This uniformity may be

traced to the strong vertical stratification which prevailed during NASTE 1

(Fig. 40), thereby allowing the particle populations in the surface and

bottom mixed layers to be internally consistent and distinct from the

intermediate minimum zone.

PSD curves from the surface and bottom waters along the PL line during

NASTE 2 are shown in Fig. 44 (no minimum zone data was collected). The

average slopes of these lines are similar to each other and to the minimum

zone and near-bottom samples from NASTE 1 (Table 7). Concentrations are

slightly higher in the near-bottom samples. Comparison of the family of

PSD curves from the minimum zone of NASTE 1 and the surface waters of NASTE

2 (Fig. 44) shows them to be nearly identical. This agreement indicates

that in the absence of active phytoplankton growth and strong vertical

stratification (as is the case in January-February in the southeastern

Bering Sea), the particle populations of the surface layer and the mid-

depth zone are indistinguishable and form what may be considered the

"background" population of this region. Changes to this background thus

occur when additional sources, such as bottom resuspension, phytoplankton

growth, or river runoff, are influential.

Particle populations in the surface water during NASTE 3 again showed

the strong influence of phytoplankton peaks (Fig. 45) at diameters >~20 µm.

Below 20 µm, the PSD curves are quite coherent with slopes less than those
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Figure 44. Incremental cumulative curves from NASTE 2 surface (top)
and bottom (middle) waters. Curve envelopes (bottom)
demonstrate the similarity of the two populations.
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Figure 45. Incremental cumulative curves from NASTE 3 PL[subscript]1 surface (A),
minimum turbidity (B), and bottom (C) zones. Panels D,E,
and F show analogous curves for the PL[subscript]2 transect.
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typical of the late summer and winter periods (Table 7). During both

occupations of the PL line, there was a definite indication of a non-

linearity in the PSD curves centered at ~3.5 µm, the same size range where

prominent peaks were observed in the NASTE 1 surface data. Below the

surface water, the mid-depth minimum zone can be separated into two

distinct sub-populations (Fig. 45B and E): one sub-population, seaward of

stations PL8 or 9, is characterized by slopes of ~3.8; another sub-

population, inshore of these stations, is characterized by slopes of ~3.4,

similar to the surface waters (Table 7). A similar, but less exaggerated

situation also exists in the near-bottom water (Fig. 45C and F; Table 7).

In the bottom water, however, the region of PSD curves with low slopes is

more restricted and does not include the landwardmost stations.

VI. DISCUSSION

A. Relationship Between Vertical Distributions of Particles and Density

The vertical distribution of fine-grained particles in the ocean is

principally governed by the density structure, since the density structure

controls the vertical distribution of turbulence.'Fine-grained' in this

contextis takento mean those particles whose settling velocityis muchless

than the mean horizontal current speeds of a given environment. For inorganic

particles, the upper limit is ~ 10µm; for organic particles and floccules,

the upper limit may be several times larger. Since the hydrographic domains

of the southeastern Bering Sea are also determined by the density structure

(Kinder and Schumacher, 1981a), it is reasonable to expect that the various
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hydrographic domains are characterized by specific kinds of particle dis-

tributions.

Figure 46 summarizes the types of particle distributions found during

this study and illustrates their dependence on the density distribution.

In the outer domain (PL6), the particle distribution consists of well-mixed

layers at the boundaries of the water column and a mid-depth low turbidity

zone. These layers are separated by zones of relatively uniform change in

the particle concentration. In this figure, values of total light attenuation

have been uniformly reduced by the clear water attenuation value of 0.4 m-¹

(see Section IV. A.2.) in order to plot only the curvature resulting from

the particle attenuation. Plotting the resultant values on semi-log paper

identifies zones where the eddy diffusion is uniform. These zones are

characterized by a uniform slope in the particle attenuation curve. Several

such increments are apparent at PL6. The bottom nepheloid layer consists of

two such layers, a layer of relatively high diffusion (steep slope) in the

bottom 30m and an overlying layer of much lower diffusion between 70 and

95 m. According to Bassin (1974), the maintenance of a nepheloid layer

requires both a particle source and an overlying layer of increased stability

(minimum turbulence) to inhibit diffusion of the particles upward and out

of the nepheloid layer. At PL6 there was excellent agreement between the

attenuation profile and the shape of the stability distribution (Brunt-Väisälä

frequency). Tidal mixing along the bottom created a zone of low and

uniform stability in which the particles were well mixed. Above this zone,

mixing diminished and the stability increased towards a maximum at ~70 m.

Particle concentrations decreased rapidly through this zone. Close cor-

respondence between particle and density gradients at the top of the bottom

nepheloid layer has been previously observed in other environments as
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Figure 46. Net particle attenuation profiles, stability profiles, and
density profiles from the coastal (top), middle (middle),
and oceanic (bottom) domains. Note the stability maximum
at the top of each bottom nepheloid layer.
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diverse as the northwest Atlantic Ocean (Biscaye and Eittreim, 1974), Vema

Channel in the southwest Atlantic (Johnson et al., 1976), and over the

continental shelf off Oregon (Newberger and Caldwell, 1981).

A similar situation prevailed in the surface waters. Wind mixing

created a layer of uniform density and particle concentrations underlain by

a series of stability maxima and minima. Zones of low and uniform diffusion

on Aug. 29 (e.g., 20-28 m, 34-44 m, and 54-62 m) were associated with stability

peaks, while the relatively well-mixed layers separating them were associated

with stability minima. This step-like decrease in particle concentrations,

also seen during the Sept. 3 station occupation at PL6, may be attributable

to discrete mixing events affecting the upper water column.

Distributions in the middle domain (Fig. 46, PL 14) were similar although

the vertical particle gradients were generally steeper because of the

sharper density gradients. The sigma-t curve, for instance, exhibited more

of a discrete two-layer character without the intermediate middle layer

seen in the outer domain. This change was reflected in a very low

diffusion cap on the bottom nepheloid layer. Also, this layer at PL14 was

partitioned into three mixing zones instead of the two observed at PL6.

As expected, distributions in the coastal zone were vertically uniform

(Fig. 46, PL24). Water column stability was near zero everywhere and

turbulence had thoroughly mixed the particles.

Coefficients of vertical eddy diffusion for particles can be estimated

from the attenuation profiles in Fig. 45 using a sediment mass continuity

equation:
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where C is the SPM concentration in mass per unit volume; [bar]u, [bar]v, and [bar]w are the

mean advective flows in the horizontal and vertical directions; w[subscript]s is the SPM

settling velocity; and K[subscript]y and K[subscript]z are the horizontal and vertical eddy diffusion

coefficients. This equation can be simplified by assuming a steady state

situation ([delta]C/[delta]t = 0), and [delta]C/[delta]y and [delta]C/[delta]x negligible compared to [delta]C/[delta]z; thus:

where C is the concentration level of SPM at some level z above a reference

level C[subscript]a . Levels of approximately constant K[subscript]z are assumed wherever a semi-

log plot of C vs. depth yields a straight line, and K[subscript]z in these intervals

may be evaluated by the expression:

Station PL6 was visited twice (August 29 and September 3) and showed

little change in the vertical gradients, justifying the steady state assump-

tion.

K[subscript]z can be accurately estimated for each interval only if the term [bar]w -

W[subscript]s (the sum of vertical advection and particle settling velocity) is known.

The settling velocity can be estimated from the Stokes equation
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if the particles are assumed to be spherical and their radius (r) and net

density ([rho][subscript]s - [rho]) is known, and if the viscosity of the water ([eta]) is known.

The PSD's yield limits on the size range at various depths, but the in-situ

density of the particles is unknown at present. Furthermore, since w[subscript]s for

most particles is likely to be in the range of 10-² to 10[superscript]-4 cm sec-¹, the

vertical advection term is likely to be an important factor. J. Schumacher

(personal communication) has suggested that the vertical advection term in

the southeastern Bering Sea, particularly in frontal areas, may be on the

order of 10-³ cm sec-¹.

For comparative purposes, then, Table 8 gives values of K[subscript]z/(w - w[subscript]s) for

each interval. Values of K[subscript]z are also calculated for some reasonable values

of ([bar]w - w[subscript]s). Certain trends are clear from these data. Turbulent mixing

is always highest in the tidally mixed bottom layer. Above this layer,

values of K[subscript]z decrease either abruptly or by means of a transition layer

into a layer of low K[subscript]z which ends in the uniform concentrations of the

mid-depth low turbidity zone. At PL14, this decrease in K[subscript]z was a factor of

100 in the space of ~20 m.

The presence of diffusive barriers to particle mixing from the surface

and bottom layers implies that transport of fine-grained particles from the

surface to the bottom layers must occur primarily by large particles (e.g.,

biological aggregates such as fecal pellets) whose transit is not seriously

impeded by the density structure. Similarly, fine-grained particles in the

bottom layer are not easily mixed up into the overlying waters except when

stratification breaks down, as in the coastal domain and in the middle

domain during winter or during major storm events.
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Table 8

Calculation of vertical eddy diffusion coefficients
(K[subscript]z) from SPM profiles



B. Characteristics of the particle domains and domain boundaries

1. Offshore transport of suspended particles

One of the goals of this project was to evaluate the effectiveness of

the coastal front off the NAS region in prohibiting offshore transport of

particles. To examine this question, offshore trends of average attenuation

and average salinity were plotted against water depth for each survey

period (Fig. 47). Figure 47 was constructed by averaging all NA stations

(except NA 1-16, where properties were largely controlled by rivers in

Kvichak Bay) within each of eight successive depth increments: 10-19,

20-29, 30-39, 40-49, 50-59, 60-69, 70-79, and >80 m. Average water column

attenuation and salinity from each of these intervals then gave a meaningful

picture of the offshore gradations of these properties.

The offshore trends of salinity and attenuation followed each other

closely during each survey period. The steepest gradients were always

found inshore of the 50-m isobath, with attenuation increasing sharply in

the 10-19 m interval. Average attenuation seaward of 50 m was essentially

uniform, with a value of ~0.8 m-¹ during NASTE 1, 0.5 m-¹ during NASTE 2,

and 0.7 m-¹ during NASTE 3. Salinity showed a continual decline in the

deeper waters, however, except during the winter when values were stable.

As reported in the RESULTS section, the coastal front was best de-

veloped during NASTE 1 and 3; during NASTE 2 vertical stratification was

absent throughout the region and so the coastal front, defined as the zone

separating two differing structural domains, did not exist. Nevertheless,

offshore attenuation gradients were virtually identical to the fall and

spring cruises. This situation implies that the coastal front should not

be thought of as a "barrier" to the passage of suspended particles in the
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Figure 47. Attenuation (open circles) and salinity (closed circles) gradients normal to the
Alaska Peninsula for each cruise. Mean attenuation and salinity values from each NA station
were grouped and averaged over 10-m station depth increments.



water column. Particle concentrations are high inshore of 50 m because

mixing energy, both tidal and wind, is highest there. Mean near-bottom

current speeds at stations TP4, TP6, and TP9 (z >59m) ranged from 15 to 22

cm sec-¹. At stations TP2, TP2B, TP8, and TP7 (z < 35 m), the range was 28

to 33 cm sec-¹. Bathymetry determines the positions of the fronts in the

southeastern Bering Sea (Kinder and Schumacher, 1981a) and also exerts a

powerful influence on the offshore transport of particles. This influence

can most clearly be seen during winter, when in-situ particle sources

(phytoplankton) are minor and local particle maxima and minima are reduced

by vigorous vertical mixing. Examination of the areal distribution of

attenuation during NASTE 2 (Figs. 10 and 11) shows that the 0.6 m-¹ contour

precisely follows the 50-m isobath. The 50-m isobath also marks the onset

of a change in the bottom sediment texture (Fig. 5). Inshore, the mean

size is almost exclusively 125 pm or greater. Seaward of 50m, the mean

grain sizes become more variable and finer grained, attributes of a lower

energy environment.

2. Vertical mixing of particles

Vertical mixing of particles is complete in the coastal zone except

for isolated instances where large freshwater sources form a low-density

surface plume. Direct evidence for this mixing comes from the many trans-

missometer casts taken in the nearshore zone. Records from the moored

transmissometers showed significant peaks in the attenuation spectra at

tidal frequencies (Fig. 36), implying that variation in current speeds is a

principal controlling element in the variation of particle concentrations.

The correlation of sedimentation rate, turbidity record, and mean current
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speed was also highest at TP7 in the nearshore zone (Fig. 39).

These results describe a high energy environment where particles are

routinely cycled throughout the water column. Median particle sizes in the

water column are typically an order of magnitude lower than the bottom

sediments. The suspended particles are thus largely in a state of transit

through this zone, with little deposition occurring. The major particle

sources are local rivers, shore erosion, and biogenic detritus; the influence

of rivers such as the Kvichak and Nushagak is not important south of about

57°N along the coast. Port Moller is the only major source of particles in

the study region, and even its influence is not felt beyond about 100 km

from its mouth (Fig. 10). Particle losses to the middle domain occur by

mixing and diffusion of low-salinity coastal water with the higher salinity

offshore water, as well as by advective processes such as upwelling by

which coastal water is replaced by offshore water.

Vertical mixing in the middle and outer domains is highly dependent on

density stratification. Following Coachman and Charnell (1979), the fronts

separating the middle and outer domains can be identified by a sharp increase

in the horizontal gradient of the 0-100 m average salinity (Fig. 48).

Increases in the vicinity of PL8-9 (~110 m) and PL3 (~150 m) were apparent

during NASTE 3, agreeing with historical values of ~ 9.3 x 10-³ g kg-³ m-¹

(Coachman and Charnell, 1979). Frontal characteristics were much less

apparent during NASTE 1.

These hydrographic differences directly influenced the horizontal and

vertical distributions of particles. During NASTE 3, the mid-depth low-

turbidity zone was well developed and uniform seaward of PL9; the minimum

attenuation value for these stations averaged 0.42 ± 0.026 m-¹ (Fig. 49).

Landward of PL9, the comparable value was 0.76 ± 0.093, a 76% increase.
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Figure 48. Salinity and Aat gradients along the PL line during NASTE 1and NASTE 3.
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Figure 49. Changes in the attenuation value in the turbidity minimum
and in the concentration of surface and bottom chlorophyll a
along the PL line. Compare the position of these changes
with the hydrographic changes in Figure 48.
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Average attenuation over the entire water column increased by only 22%

(from 0.70±0.056 m-¹ to 0.86±0.051 m-¹) from the outer to middle domain.

These figures imply that increases in the mid-depth region of the water

column are attributable to enhanced vertical mixing of the surface and

bottom layers which were previously isolated by high [delta][sigma][subscript]t values. This

interpretation is supported by the PL cross-sections in Figs. 41 and 42.

Particle concentrations in the surface and bottom layers decline crossing

the middle front region from outer domain to middle domain. This vertical

mixing is also graphically demonstrated by a plot of the surface and bottom

chlorophyll a concentration along the PL line during NASTE 3 (Fig. 49). In

the outer domain, surface values are ~30 x greater than bottom values. In

the middle domain, however, surface values decline and bottom values increase

until both are about equal. Particle size distribution curves similarly

show dramatic differences between middle and outer domain stations (Fig. 45).

During NASTE 1, however, stratification remained relatively high

throughout the middle domain (Fig. 48), resulting in the maintenance of a

well-defined, three-layer particle distribution seaward of PL18 (Fig. 40).

Average value of the minimum attenuation between PL2 and PL10 was 0.52 ±

0.02 m-¹; between PL11 and 16 this value increased only 19%, to 0.62 ± 0.01

m-¹. The change in the average water column attenuation over the same

interval was 28%, from 0.78 ± 0.06 m-¹ to 1.00 ± 0.09 m-¹. Unlike the

situation during NASTE 3, vertical mixing of fine-grained particles was

inhibited throughout the middle domain. The particle size distribution

data also showed homogeneity in the minimum zone throughout the middle and

outer domains (Fig. 43).

The mixing processes described above should not be interpreted to mean

that no particle exchange occurs between the surface and bottom layers.
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Fine-grained particles of both biogenic and non-biogenic origin are

continually packaged into large biological particles such as fecal pellets

which rapidly fall to the seafloor. On the seafloor, or in the water

column, these large particles may be broken up and their constituent

particles dispersed into the water column. This transport method is only

applicable to particles dense enough to overcome the buoyancy effects of

stratification and turbulence in the surface layer. Thus large

organic-rich, low-density flocs may not be important in the vertical

transport of material in stratified waters.

C. Particle Influences on the Transport of Spilled Oil

in the Southeastern Bering Sea

The vertical sediment flux measurements reported here, combined with

data on oil loading on various sediment types from SAI studies (Payne et

al., 1981), can be used to produce crude estimates of the vertical transport

of spilled oil to the seafloor. It must be emphasized that such calculations

are extremely speculative. Sediment trap data give the mass of particles

passing through a particular depth horizon over a given time with no implications

about the origin of such material. Material may be added by surface fallout,

mid-depth horizontal advection, or bottom sediment resuspension, and so the

interpretation of sediment trap data as it affects the removal of oil from

the water column is difficult.

Similarly, the SAI data relating oil loading on various sediment types

may not be directly applicable to suspended particles. The SAI studies

were all performed on samples of deposited sediments, which may have oil
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absorption characteristics quite different from the suspended particles

described in this report.

Bearing these difficulties in mind, we may use the available data to

generate some oil transport figures to set the scale of the problem. Five

sediment types were tested in the SAI study: (1) Kasitsna Bay 1: fine-grained

terrestrial sediment plus diatoms, many flakes S 5 µm, total aliphatic plus

aromatic loading of 527 mg per kg of sediment; (2) Kasitsna Bay 2A: surface

(< 1 cm deep) sediment mostly > 5 µm, terrestrial material plus some plant

debris, 1216 mg oil per kg sediment; (3) Kasitsna Bay 2B: below surface

(1-8 cm) sediment mostly > 5 pm, 744 mg oil per kg sediment; (4) Kasitsna

Bay 3: consolidated sediment >90% diatoms, some terrigenous material S5 µm,

122 mg oil per kg sediment; and (5) Kasitsna Bay 4: salt marsh material,

organic matter plus fecal pellets, 694 mg oil per kg sediment.

The oil loading data can be combined with the sediment data in two

ways. First, the range of oil loadings observed can be combined with

typical sediment concentrations from different depth zones of the North

Aleutian Shelf (Fig. 47) to derive a range of accommodated oil loadings for

the NAS waters. Average attenuation values from Fig. 47 were transformed

into particle mass concentrations using the regression equations in Table 1.

The calculations in Table 9 indicate that sediment accommodated oil loadings

might vary from ~10 to 100 mg m-² in the near-shore zone, and from ~5 to 60

mg m 2 in the offshore zone if all the suspended particles were loaded with

oil in the manner of the sediments tested by SAI. These loadings translate

into ~0.7 to 7 ppb total concentration of oil in the near-shore zone water

column and ~0.06 to 1.1 ppb in the offshore zone. Oil not associated with

particles, of course, is not considered here.

A second method of treating the data is to consider the possible
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delivery rates of accommodated oil to the benthos by combining the sediment

trap data with the oil-loading studies. The figures in Table 10 represent

the oil sedimentation expected under the minimum, mean, and maximum fluxes

observed at each trap site if the sedimenting material had the characteristics

of the various sediments tested in the SAI study. The maximum value is ~30

mg m-²day-¹for KB2A at either TP7 or TP9. Mid-shelf values (TP8 and

TP2B) never exceed 7 mg m-²day-¹ Mean values are generally in the range

1-10 mg m-²day-¹.

Table 9

Estimated oil loading on NAS suspended sediments
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Table 10

Estimated oil sedimentation rates in NAS waters
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Appendix A: Discrete sample data from Cruise RP4SU804.
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Appendix B: Discrete sample data from cruise RP4SU81A
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Appendix C: Discrete sample data from cruise RP4DI81A
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1. INTRODUCTION

1.1. Purpose of Study

The purpose of this study was to use dissolved methane as a tracer of

mean circulation and to define vertical and horizontal mixing scales in

local regions of the southeastern Bering Sea. The subregions selected for

study included St. George Basin, a fault basin located on the outer shelf of

Bristol Bay, and the North Aleutian Shelf. Both regions were identified as

potential off-shore leasing sites for gas and oil production.

Based on previous investigations in Bristol Bay (Cline, 1976, 1977), it

was known that localized sources of methane occurred in both areas. By

carefully examining the seasonal distributions of methane and by quantifying

the extent and magnitude of these sources, it might be possible to delineate

horizontal and vertical mixing scales as well as confirming the mean current

field.

Methane is a common component of petroleum and is also produced by

microorganisms. The origin of methane in petroleum is via thermal cracking

of larger organic molecules, whereas methane derived biologically is from

the exothermic reduction of carbon dioxide by specialized anaerobic bacteria

(Claypool and Kaplan, 1974). In either case, methane is a dissolved gas

observed at moderate concentrations in the shelf waters of the Bering Sea

and becomes a natural chemical tracer of the movement of the dissolved

fractions of crude oil, whether they arise from a tanker spill, pipeline

rupture, or well blowouts.

1.2. Objectives

The principal goal of this research was to use dissolved methane as a

quantitative tracer of circulation processes and mixing dynamics in selected

areas of the southeastern Bering Sea. This report deals with two site-

specific areas, the North Aleutian Shelf (NAS) and St. George Basin (SGB).
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Specifically, the objectives were:

1. To quantify the longshore mean current and cross-shelf dispersion

coefficients along the NAS using the tidal flux of methane from

the Port Moller estuary as a chemical tracer.

2. To estimate near-bottom current trajectories and lateral dispersion

coefficients in St. George Basin, using the bottom source of

methane as a chemical tracer.

3. To estimate the depth dependent vertical eddy diffusivity in St.

George Basin using a one-dimensional vertical flux model.

4. To analyze the distributions of methane in terms of a two-

dimensional diffusion-advection model for the purpose of confirm-

ing mean current velocities and estimating the magnitude of

horizontal and vertical mixing processes.

1.3. Relevance to OCSEAP

The persistence of oil in Bristol Bay depends on physical, chemical and

biological processes that act in concert to disperse and degrade petroleum.

These processes, each with their characteristic time scales (i.e., half-life),

must be considered together in order to determine a characteristic time (or

space) scale for the persistence of oil or some fraction thereof. Circula-

tion and mixing processes are characterized by relatively short time scales

and thus represent a first-order process. Given that the volume of spilled

oil is likely to be small compared to the volume of water in the region, it

is anticipated that harmful impacts due to petroleum development will be

2
limited to small areas, probably less than 500 km².

Utilization of methane as a chemical tracer of circulation and dis-

persion allows mesoscale mixing processes to be more clearly defined. In
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particular, these studies permit quantitative predictions of water mass

trajectories, dispersion characteristics and water mass residence times, all

of which are required to quantify the potential impact of oil on living

resources.
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2. BACKGROUND

2.1. Chemical Tracers

The natural occurrence of dissolved methane is normally due to the

metabolic activities of specialized marine bacteria that either selectively

reduce molecular CO2 or ferment simple fatty acids into CO[subscript]2 and methane

(Claypool, 1974). Regardless of which mechanism prevails in nature, the net

result is that a small portion of the annually fixed carbon is reduced to

methane. Methanogenesis is normally considered an anaerobic process,

usually occurring within oxygen-deficient environments (Reeburgh and Heggie,

1977).

Once methane is released to the water column, usually by diffusion, or

in some cases, by bubble injection, the water parcel is chemically marked.

The resulting distribution of methane is a function of the input rate, the

velocity field, eddy diffusion, air-sea exchange, and biological oxidation.

Each of these processes will be discussed below, but suffice it to say that

under certain limiting conditions, methane may behave as a conservative

property so long as the spatial scales are not too great. This condition

presumes that biological oxidation and air-sea exchange are insignificant

over the time scale of interest. If air-sea exchange and biological oxida-

tion of CH[subscript]4 to CO[subscript]2 are relatively small effects, then the distribution of

methane is largely governed by the magnitude of the source term and the

mixing characteristics of the system.

Baseline studies conducted in 1975 and 1976 indicated that anomalously

high concentrations of methane were present in St. George Basin and along

the North Aleutian Shelf near the Port Moller estuary. Whereas both sources

appeared to be localized, a detailed observational program was initiated to

assess the seasonal distributions and derive independent estimates of mixing
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parameters based on model interpretation of the distributions. These dis-

tributions were similar in scale (actually larger) to proposed oil spill

scenarios; thus methane served as a natural analog tracer of oil impacts

associated with petroleum development.

We now proceed to discuss the geography, hydrology and oceanography of

the two regions as necessary introductory information to the discussion to

follow.

2.2. Southeastern Bering Sea

The area and volume of the southeastern Bering Sea, computed out to the

200 m isobath, is 419,000 km2 and 30,000 km3 , respectively, which calculates

a mean depth of approximately 70 m. Freshwater input occurs primarily from

the Kuskokwim and Kvichak Rivers, located on the northern and eastern sides

of the region (Fig. 1), which results in a 2‰ salinity difference between

the offshore waters and the near-shore areas (Schumacher et al., 1979).

Bristol Bay is characterized by a series of frontal features, primarily

located at distinct bathymetric depths (Kinder and Schumacher, 1981a).

These fronts occur roughly at the 200 m (shelf break front), 100 m (middle

shelf) and 50 m (inner front) isobaths (see Fig. 4-1; Kinder and Schumacher,

1981a). Mean circulation landward of the middle front is presumed weak (<= 2

cm s ) and hydrographic structures are largely determined by buoyancy

input, wind stirring and tidal mixing (Kinder and Schumacher, 1981a; see

their report for details). There appears to be a weak cyclonic circulation

around the perimeter of Bristol Bay, largely confined to the coastal zone (z

< 50 m).

The region is partially ice covered in winter, usually beginning in

protected bays in November and building to a maximum in March. The spring

melting results in considerable freshwater added to the surface (Schumacher
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Figure 1. Study regions and regional setting in the southeastern Bering Sea.
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et al., 1979). Maximum areal ice coverage is approximately 60%; thickness

is usually less than 1 m. Details on hydrography and climate of the region

can be found in reports by Kinder and Schumacher, 1981a; Kinder and Schumacher,

1981b; Coachman and Charnell, 1979; Overland, 1981; and references contained

therein.

2.3. North Aleutian Shelf (NAS)

The NAS region encompasses the near shore areas from Unimak Island on

the west to the Kvichak River on the east (Fig. 1). This region is character-

ized by a vertically well mixed coastal zone (z <= 50 m), which is hydro-

graphically separated from the seasonally stratified regime located seaward.

Stratification is most intense in the summer and nearly vanishes during

winter. The breakdown of vertical stratification in the coastal zone is

reportedly due to wind and tidal mixing (Kinder and Schumacher, 1981a).

There appears to be no major source of freshwater along the NAS, except

the Kvichak River at the eastern extremity. There are undoubtedly numerous

diffuse sources, including the possibility of submarine aquifers originating

in the mountains of the Alaska Peninsula. Mean velocities are estimated at

no more than 3-5 cm s-¹ to the east (Schumacher et al., 1979), with a strong

seasonal variability in direction and magnitude (Personal communication, J.

Schumacher).

The principal embayment along the NAS is Port Moller, which has two

arms, each approximately 38 km in length, with mean depths ranging from 5 m

to 15 m. The western arm, Herendeen Bay, is the deeper of the two with

depths to 100 m in a small inner basin. Tidal currents within the Port

Moller-Herendeen Bay complex are relatively strong, reaching maximum ebb and

flood velocities of approximately 150 cm s-¹ (Department of Commerce, 1980).

Measurements made in September-October of 1975 and again in July of

1976 (Cline, 1981), revealed that the Port Moller estuary was a significant
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source of dissolved methane to the surface waters, which could be traced to

the northeast for distances of 200 km. The source of methane within Port

Moller was not specifically known at that time, but was believed to arise

from methanogensis in anoxic marine muds or possibly from the discharge of

cannery wastes at Port Moller.

2.4. St. George Basin

St. George Basin is an offshore fault basin located near the shelf

break (Fig. 1). The axis of the basin is northwest-southeast, running

roughly from Unimak Pass to the Pribilof Islands. The basin proper is

largely contained between the 100-200 m isobaths.

The basin waters are separated from the inner shelf by the middle front

at about 100 m and from the Bering Sea water located seaward of the 200 m

isobath (Kinder and Schumacher, 1981a; see their Fig. 4-1). Dynamic topo-

graphies are largely oriented parallel to the isobaths and reflect weak mean

currents toward the northwest (Coachman and Charnell, 1979). Although

seasonal variations do exist, surface and near-bottom mean currents are

usually < 5 cm s-¹ (Coachman and Charnell, 1979; Kinder and Schumacher,

1981a).

The waters overlying SGB appear to be seasonally stratified with a

strong erosion and deepening of the pycnocline in winter. Because the

Alaska Stream-Bering Sea water penetrates the shelf seasonally (Kinder and

Schumacher, 1981a), it is expected that the basin water is modified seasonally

by cross-shelf advection and diffusion.
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3. METHODOLOGY

3.1. Sample Collection

Water samples were collected using standard 5 L Niskin® bottles mounted

on a General Oceanics Rosette. Once on deck, water was transferred to clean

1 L glass-stoppered bottles such that air bubbles were not trapped. The

samples were stored in the dark at approximately 5°C until analyzed, which

was usually within two hours.

3.2. Preconcentration

The analysis of methane was accomplished using a procedure adopted from

that originally proposed by Swinnerton and Linnenbom (1967). A detailed

discussion of the methods used for analyzing methane and other LMW hydrocarbons

can be found in Katz (1980). Briefly, the method is as follows: Dissolved

methane was removed from approximately 250 mL of seawater by helium stripping.

Gases removed from solution were passed through Drierite , Ascarite® and

Tenax G.C.® traps to remove water vapor, carbon dioxide and heavier hydrocarbons.

Methane was concentrated on an activated alumina trap at -196°C. After

quantitative removal from solution, (~ 5 minutes at a helium flow rate of

100 mL min-¹) the trap was warmed to 100°C and the methane was backflushed

directly into a gas chromatograph.

3.3. Gas Chromatography

Detection of methane was carried out on a Hewlett-Packard 5710A gas

chromatograph equipped with dual flame ionization detectors. In order to

insure separation of methane from the air gases (N[subscript]2 and 0[subscript]2), chromatography

was accomplished with an activated-alumina, 60-80 mesh, column (1.8 m x 0.48

cm). Chromatography was completed in less than two minutes at a carrier

flow rate of 50 mL min-¹ and the oven held isothermally at 100°C. Quantita-
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tion was accomplished by comparing the samples with methane standards of

known concentration. The precision of the analysis is ±5% at one standard

deviation. Intercalibration with NBS showed our analysis to be accurate to

5%.
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4. RESULTS

4.1. St. George Basin

Based on measurements made in 1975 and 1976 (Cline, 1980), large accumula-

tions of methane were discovered in the near bottom waters of St. George

Basin. The methane plume indicated a northwest current trajectory in agreement

with observations (Kinder and Schumacher, 1981), although the nature of the

source of CH[subscript]4 was poorly defined. In an attempt to clarify the mean circula-

tion and lateral mixing characteristics of the basin, and in particular the

near-bottom waters, we examined the distribution of methane seasonally and

attempted to determine its source. From these measurements, together with

the usual hydrographic parameters (e.g., S‰, T°C), we explored methane as

a natural tracer of dissolved and emulsified oil that might be released

during exploration and production activities.

The station grids occupied during the seasonal visits are shown in

Figures (2a-2c). Station prefixes are: UP (Unimak Pass), SG (St. George

Basin), and PL (Probes Line). The last of these was a line of stations

occupied frequently by the PROBES Program and thus was included in our

compliment of stations for purposes of continuity, since there was signi-

ficant overlap in the objectives of the two programs.

In August of 1980, not all of the stations were occupied in St. George

Basin due to a priority allocation of time to the North Aleutian Shelf

work. More complete coverage was accomplished in February and May of 1981,

although in every case, insufficient time was available to trace the methane

plume to the northwest beyond the Pribilofs.

In order to summarize the seasonal hydrography of the region, we present

the distribution of properties along the PROBES Line. Hydrographic conditions
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Figure 2. Stations occupied in St. George Basin (a) August 1980, (b) February
1981, and (c) May 1981. Station prefixes are Unimak Pass (UP),
St. George Basin (SG), North Aleutian Shelf (NA) and PROBES line
(PL).
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for August 1980 are shown in Figures (3a-3d), including dissolved methane

which reveals strong vertical and lateral gradients along the section. The

highest concentrations observed were in the near-bottom waters of St. George

Basin (near PL-6) and a smaller maximum near PL-14. Inshore of PL-14 little

vertical structure in the distribution of CH[subscript]4 was observed with concentrations

between 400-500 nL/L (STP). The lowest concentration of methane was found

in the offshore surface waters, where concentrations approached 280 nL/L.

If the water column were in equilibrium with the atmosphere, the concentra-

tion of methane would range between 50-70 nL/L, depending mostly on the

water temperature (Yamamoto et al., 1976). Thus, methane is seen to be

highly supersaturated, even in the surface layers, with enrichment factors

of at least five. The source of methane is most probably biological, al-

though it remains difficult to pinpoint the exact source that contributes to

the general background levels. Near-bottom and benthic microbial activity

as well as zooplankton excretion seem the most likely sources (Scranton and

Brewer, 1977).

Salinity and temperature distributions for August are shown in

Figures (3b,c). The haline structure revealed characteristic surface outflow

of low salinity water, principally from the Kvichak and Kuskokwim Rivers and

the intrusion of high salinity, cold water onto the shelf from the west or

southwest. Inshore of PL-20, water properties were uniform with depth,

showing the effects of strong vertical turbulence generated by winds and

tides (Kinder and Schumacher, 1981a). Within St. George Basin and particu-

larily the middle shelf region (100 m < z < 50 m), the lateral gradient in

salt was suggestive of diffusive salt exchange (Coachman et al., 1981)

rather than vigorous advective processes. In fact, Kinder and Schumacher,

(1981b) have shown that the mean currents are everywhere less than 5 cm/s

throughout the year. The strongest vertical stratification observed along
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Figure 3. The vertical distributions of (a) salt, (b) temperature,
(c) density, and (d) dissolved methane along the PROBES
line in August 1980. See Fig. (2a) for the station
positions.
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the section was near PL-6 (Fig. 3d), which coincides with the maximum thermal

and methane gradients. Later on in the discussion, we will elaborate on the

significance of this seasonal stratification as it relates to the fate of

oil released in this environment.

Figures (4a-4d) show conditions for February 1981. Concentrations

of methane were significantly lower than those observed in August, both

at the surface and at depth (Fig. 4d). The maximum concentration of methane

was near PL-6/PL-8 as observed previously, but was reduced to approximately

25% of the August value. Concentrations in the surface layers remained high

at 200 nL/L or about a factor of 3 above saturation (Yamamoto et al., 1976).

A reduction in biological activity, and a decrease in vertical stability

(Fig. 4c) acted in concert to reduce the near-bottom concentration of dis-

solved methane. Near-bottom circulation also may have increased during the

winter period.

Salinity and temperature distributions are shown in Figures (4a) and

(4b). Salinity varied from 31.70‰ in the surface layers at PL-10 to

slightly more than 32.75‰  in the near-bottom water at PL-4. Not unlike

the situation observed in August 1980, the change in salinity was about

1‰. In contrast however, was the small vertical temperature gradient

observed in February. Over St. George Basin, the vertical temperature

variation was about 1.2°C in February and 4°C in August, which led to a

decrease in the vertical stability (Fig. 4c). The effects of winter cooling

was evident in the eastern portion of the section where temperatures had

decreased to less than 2.7°C. At this time of the year, the warmest tempera-

tures were found near the bottom of St. George Basin.

The distribution of properties in May-June of 1981 are shown in Figures

(5a-5d). Near-bottom concentrations of methane are similar to that observed

in February 1981 and again are located near the center of St. George Basin
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Figure 4. The vertical distributions of (a) salt, (b) temperature,
(c) density, and (d) dissolved methane along the PROBES
line in February 1981. See Fig. (2b) for the station
positions.
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(PL-6 to PL-8). In contrast to the previous measurements, surface concentra-

tions were now less than 100 nL/L and suggest a gradual net degassing of the

upper water column from February through May. Surface waters over St.

George Basin were both isohaline and isothermal (Figs. 5a and 5b). The

highest salinity was observed in the bottom waters of St. George Basin,

about 33‰, with the surface layers uniform at about 32‰. Temperature

varied from 4°C in the bottom waters to nearly 6°C in the surface layers.

Once again, the coldest waters were found over the middle shelf region

(PL-10 to PL-14). Thermal stratification was developing due to increased

solar insolation, which caused an increase in stability and dissolved methane

below the pycnocline (Fig. 5c). Of particular note is that although primary

production had been increasing since late April or early May, the concentration

of dissolved methane was no higher than was observed in February, presumably

a time of minimum production. There appears to be a significant lag between

the annual fixation of carbon and the maximum concentration of methane.

Based on these sparse measurements, the lag appears to be at least 3 or 4

months (see Figs. 3a and 5a).

The distribution of dissolved methane within 5 m of the bottom is shown

in Figures (6a-6c). In general, the near-bottom plume is bathymetrically

contained within St. George Basin and reveals an ellipsoidal distribution to

the north-northwest. The maximum concentration was always found near station

SG5 (see Fig. 2c) and was seasonally variable. As noted earlier, the maximum

observed concentration of methane was 2500 nL/L in August, followed by a

minimum of 1000 nL/L in February and May. The orientation of the plume is

determined by the local mixing characteristics and the mean velocity field.

Several obvious conclusions can be drawn about circulation by examining

the distribution of methane. The plume appears elongated in the northwest-
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Figure 5. The vertical distributions of (a) salt, (b) temperature,
(c) density, and (d) dissolved methane along the PROBES
line in May 1981. See Fig. (2c) for the station positions.
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Figure 6. The near-bottom distribution of dissolved methane in (a) August
1980, (b) February 1981, and (c) May 1981. Concentrations were
averaged over the lower 20 m of the water column.
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southeast disection in general agreement with the mean velocity field (Kinder

and Schumacher, 1981b). The apparent source, located near SG5, coincides

with the locus of fine-grained, organic rich sediments (Gardner et al.,

1978). Organic carbon concentrations within the region of the plume range

from 0.5 to about 1%. The zone of maximum organic carbon roughly coincides

with the area circumscribed by the 2000 nL/L isopleth in Figure (6a). Beyond

that region, organic carbon decreases and presumably so would the flux of CH[subscript]4

to the overlying waters. The absence of a strong trajectory to the northwest

suggests that circulation is weak and that the currents are variable.

The distributions of methane shown in Figure (6) are entirely restricted

to the near-bottom waters and show no surface outcropping. Even in February

1981 a weak pycnocline over the basin was sufficiently strong so as to inhibit

vertical exchange. The vertical distribution of density ([sigma][subscript]t) and methane at

station PL-6 in August is shown in Figures (7a,b). This station was occupied

twice during a six-day period with little significant change in either the

distribution of methane or density. The pycnocline was located between 60

and 80 m with an observed stability of 0.05 m-¹. Methane, shown in Figure

(7a), showed a sharp gradient in the same region, suggesting that the vertical

flux of CH[subscript]4 is strongly controlled by stability.

The time dependent nature of the bottom boundary layer is reflected in

Figure (8). This station (SG-70) was occupied three times over a 13 day

period in May 1981 and revealed the effects of subsurface water replacement

on the distribution of methane. The lowest density water was observed on

May 23 and it contained the highest concentration of methane. By June 1,

however, water of increased density had penetrated the shelf ([delta][sigma][subscript]t = 0.11),

reducing the concentration of methane from 1200 nL/L to 800 nL/L. It appears

that episodic intrusions of water onto the shelf occur with regularity that

results in a compression or erosion of the methane plume. Our original
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hypothesis was that methane would diffuse off the shelf as had been noted

earlier in the Gulf of Alaska (Cline et al, 1978). However, none of our

observations to date shows significant dispersion of CH[subscript]4 off the shelf,

suggesting that any dissolved contaminant introduced into the bottom waters

of St. George Basin would be similarly confined to the outer shelf region.

Figure 7. The vertical distribution of (a) density and (b) methane at
Station PL6. Measurements were made on 29 August and 3 September
1980. Small but significant inversions in the density profile
are the result of lateral mixing and the formation of salt
fingering (Coachman and Charnell, 1979).

Figure 8. The vertical distribution of (a) dissolved methane and (b) density
(or) at Station SG 70. Measurements were made May 19, 23 and June
1, 1981, and show the temporal variability in circulation across
St. George Basin.
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Figure 9a. The location of stations occupied in August 1980 along the NAS.

4.2 North Aleutian Shelf

The North Aleutian Shelf (NAS) extends from Unimak Pass on the west to

the Kvichak River on the east (see Fig. 1). Two hydrographic regimes are

described in this section, the coastal zone characterized by water depths

less than 50 m and the middle shelf representing the slightly deeper offshore

water. The coastal zone is usually well mixed due to the dissipation of

wind and tidal energy, whereas the middle shelf is seasonally stratified

(Schumacher et al., 1979). Because of these hydrographic differences, a

frontal-type structure near the 50 m isobath is observed, which may influence

the trajectory and dispersion of spilled oil.

The NAS region was surveyed three times to describe its seasonal char-

acteristics. The station locations for each cruise are shown in

Figures (9a-9c). The grid pattern was altered slightly during each cruise
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Figure 9b. The location of stations occupied in February 1981 along the NAS.

Figure 9c. The location of stations occupied in May 1981 along the NAS.
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to account for seasonal hydrography and weather conditions. The methane

tracer study emphasized the area adjacent to Port Moller (source) and the

downstream region, which extends northeastward to approximately Port Heiden.

In order to summarize the hydrographic conditions for the coastal zone

and the middle shelf region, the seasonal T-S relationships for each sub-

region are discussed. These relationships are shown in Figures (10) and

(11) for the survey periods of August 1980, February 1981, and May 1981.

August, a period of relatively high runoff to the coastal region, is

characterized by a strong east-west salinity gradient (Fig. 10). The dominant

source of freshwater is the Kvichak River, located at the eastern extremity

of the region. There are numerous small sources of freshwater along the

NAS, the major source being Port Moller. Diffuse sources of freshwater

along the coast lead to relatively low salinities (S~30‰) and warm tempera-

tures (-12°C). Over most of the coastal regime, however, salinities and

temperatures range from 30-32‰ and 8-11°C, values typical of summer

conditions.

In February, temperatures had decreased to near zero, while salinities

remained in the range of 30-32‰ (Fig. 10). While it is likely that

freshwater runoff had diminished significantly because of subzero tempera-

tures, the salinities remained nearly constant. The reason for this lies in

the mechanisms by which salt is transported across the shelf. One possible

explanation is that a decrease in freshwater input results in a reduction in

estuarine transport of salt, particularly within the cyclonic circulation of

the coastal zone (Kinder and Schumacher, 1981b).

Water temperatures along the coast in May were intermediate between

those observed in August of 1980 and February 1981 (Fig. 10). Temperatures

had increased to 5-8°C, while salinities remained in the typical range

30-31‰. The mean salinity decreased slightly compared to the previous

winter, presumably in response to renewed input of freshwater.

342



Figure 10. The seasonal distribution of salinity and temperature along the
NAS. The coastal zone was defined to include all waters whose
depth was less than 40 m.
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Figure 11. The seasonal distribution of salinity and temperature along the
southern boundary of the middle shelf. The middle shelf was
operationally defined to include all stations at which the depth
of water exceeded 41 m.
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The density field, regardless of season, was largely controlled by

salinity. The density range (sigma-t) was 23 to 25, and largely reflected

the longshore distribution of salt.

The seasonal T-S relationships for the southern sector of the middle

shelf are shown in Figure 11. In August, the water was nearly isohaline at

31-32‰. Temperature ranged from 3°C to 10°C, the colder waters originat-

ing during the previous winter. As noted in the coastal zone, warmer water

was associated with lower salinities. On the average, however, salinities

were higher in this region compared to the coastal zone (compare Figs. 10

and 11). Temperatures as high as 11°C and salinities as low as 29‰ were

observed at the eastern extremity of Bristol Bay.

In February, colder water temperatures prevailed (0 to 4°C), but sal-

inities remained constant at 31-32‰ (Fig. 11). Little horizontal or

vertical stratification existed; hence, the T-S trajectory was parallel to

the isopycnals. Densities were uniformly 25 to 25.5 sigma-t units, slightly

higher than the range of 24 to 25.5 observed in August, 1980.

By May, solar insolation had increased temperatures to 8°C, but sal-

inities remained nearly constant at 31-32‰. Stratification had increased

as indicated by the intersection of the isopycnal and T-S surfaces. The

temperature range over the region was 2 to 8°C, the colder water being a

relict feature from the previous winter (Kinder and Schumacher, 1981b).

Examples of the seasonal changes in water column stratification are

shown for each hydrographic regime in Figures (12a-12c) and (13a-13c).

Station 27 and 23 are representative stations in the coastal zone and in the

southern sector of the middle shelf respectively. Station 27, which was

occupied on each of the three cruises, was located approximately 5 km offshore

in 25 m of water. The vertical distribution of properties indicates that

the water column normally was well mixed, although some stratification was
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Figure 12. The seasonal distribution of salinity, temperature, and density (ot) at Station 27 in the

coastal zone. Note the well-mixed water column.



Figure 13. The seasonal distribution of salinity, temperature, and density (o ) at Station 23 in the
middle shelf. Note the isothermal, isohaline conditions in February 1981.



observed in May 1981 (Fig. 12c). This may have been a transient feature,

however. As noted above, the salinity remained remarkably constant at

31‰, while the temperature varied from 10°C in August 1980 to less than

zero in February 1981.

In contrast to the well-mixed conditions in the coastal zone, the

middle shelf region is characterized by weak seasonal stratification

(Figures 13a-13c). Station 23, located about 50 km offshore (Figure 9) and

at a depth of 68 m, is an example of middle-shelf conditions near the inner

front. Salinity was at a minimum in August, increasing to nearly 32‰ in

May. With the exception of February, in which the water column was totally

unstratified, a weak thermocline was present in the upper 30 m of the water

column. Because salinity was largely invariant, seasonal warming of the

surface layers led to weak stratification, which was strongest in May.

Under the influence of solar insolation and wind mixing, the thermocline

deepens during the summer, but the gradient actually decreases due to the

concomitant warming of the bottom waters. The net effect was to decrease

the density gradient slightly. Because of large interannual variations in

sea surface temperatures and the amount of ice formed locally, bottom water

temperatures may vary widely from year to year (Niebauer, 1981).

There appear to be numerous diffuse sources of freshwater along the

NAS. In Figure 14 are shown the mean salinities for the coastal zone (z ~40

m) as a function of distance from Unimak Pass. Salinity data from all

stations located in less than 40 m of water were averaged horizontally and

vertically for each of the three cruises.

In general, the salinity decreases from west to east along the shelf.

The most dramatic decrease occurred in August in which salinities decreased

from approximately 32‰ at Unimak Pass to a low of 28‰ near the Kvichak

River. During all three cruises, a local salinity minimum occurred at Port
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Figure 14. The average longitudinal distribution of salinity along the NAS coastal zone. Only stations
at which the depth of water was less than 40 m were included in the analysis. The dashed
arrows indicate the range of values about the mean. Note the large variations at the en-
trance to Port Moller.



Moller, indicating the significance of this source. The salinity profiles

for February 1981 and May 1981 indicate that the mean drift of the coastal

water is toward the east, in agreement with the cyclonic circulation through

Bristol Bay. During February, the freshwater influence of Port Moller was

evident to Port Heiden, a distance of about 150 km. To the east of Port

Heiden, the effect of the Kvichak River is evident in the systematic decrease

in salinities.

A decrease in the mean salinities along the NAS can be interpreted in

two ways. The first is that cyclonic circulation through Bristol Bay re-

sults in a continual freshening of the high salinity water entering through

Unimak Pass. This assumes that the flux of salt across the inner front is

not totally sufficient to balance the freshwater input. The second case

assumes that circulation is anticyclonic and that the salinity of the coastal

water steadily increases due to cross-frontal salt flux and a decrease in

the freshwater supply to the west along the shelf. Current meter measurements

suggest that the circulation is indeed cyclonic (Kinder and Schumacher,

1981b), an interpretation that is supported by the distribution of methane

as well.

The horizontal surface distribution of dissolved methane in the coastal

zone and the adjacent middle shelf region is shown in Figures 15a,b,c. In

August (Fig. 15a), the middle shelf region was characterized by surface

concentrations of methane of 400 nL/L or nearly 8 times supersaturation.

Concentrations of methane along the inner front were approximately 500 nL/L,

decreasing toward the northeast. The highest concentration of methane

observed was 22,000 nL/L inside the Port Moller estuary, decreasing to

approximately 1200 nL/L at the entrance. The concentration of methane at

the entrance to Port Moller depends on the stage of the tide, as one might

expect.
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Figure 15. The distribution of methane at the surface along the NAS in
(a) August 1980, (b) February 1981, and (c) May 1981. Concen-
trations are in nL/L (STP).
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In February (Fig. 15b), the offshore concentrations had decreased to

less than 300 nL/L, whereas the average value near the entrance was about

the same as seen the previous August. The inner front was characterized by

concentrations of methane of 300 nL/L. The observed systematic decrease in

the ambient levels of methane between August and February is attributed to a

decrease in biological activity and a seasonal drop in temperature.

The following May, concentrations of methane had decreased to the

lowest levels observed (Fig. 15c). Offshore values were approaching satura-

tion levels (~70 nL/L), while the coastal concentrations had fallen to

100-400 nL/L. This observation was unexpected because the spring bloom had

commenced, but apparently the microbial production of methane lags the

production of carbon by several months. This fact was also observed earlier

during the initial baseline study (Cline, 1976).

For each of the observational periods, the trajectory of methane was

toward the northeast in agreement with previous observations (see above).

The dominant source of CH[subscript]4 to the coastal zone was from Port Moller, but

other diffuse sources along the coast could not be totally evaluated. We

will show below that the tidal flux of methane from Port Moller is sufficient

to account for the along-shore distribution of methane without invoking

additional sources. In particular, the bottom sediments are not believed to

be a significant source of methane because of their coarse texture (coarse

sand) and low organic carbon content (Sharma, 1974).

Once the dissolved methane from Port Moller enters the coastal zone, it

is rapidly mixed vertically and laterally out to the inner front. This is

shown in Figure 16 for two orthogonal sections near Port Moller during the

August cruise (see Fig. 9 for ref.). Section IV, located east of Port

Moller, shows the offshore decrease in dissolved methane, and the vertical

homogeneity of the water column. Only station NA-33 reveals a surface
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maximum. Near the front (NA-31), the concentration had fallen to about 450

nL/L and systematically decreased in the offshore direction. Section V,

located farther to the east, shows the same vertical homogeneity as was seen

in the previous section. Concentrations of methane near the front are

approximately 400 nL/L. A vertically homogeneous water column with respect

to methane indicates that mixing of the low salinity, high methane waters

from Port Moller is essentially complete within 10-20 km of the entrance, or

approximately 1-2 tidal excursions.

Figure 16. The vertical distributions of methane along sections IV and V
east of Port Moller (see Fig. 9a). Measurements were made in
August 1980.
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Figure 17. The location of 24-hour time series stations at the entrance to
Port Moller. Stations PM1, PM2, PM3 were occupied in August
1980; Station PM3 in February 1981; and Stations 39A, 38B, and
39C in May 1981.

In order to quantify the flux of methane from Port Moller, which was

required to satisfy the boundary conditions of the model (see page 362), a

time series was conducted near the entrance during all three visits. The

location of these stations is given in Figure (17). Stations PM1, PM2(NA40),

and PM3 were occupied in a cyclic fashion over a period of 24 hours during

the August and February cruises, while stations NA-39A, B, C were occupied

during the May cruise. These stations were used to establish the tidal flux

conditions for the model.

The methane enriched water was always found along the eastern shore of

the estuary as depicted in Figures (18a,b,c). In August, the largest con-

centrations (3-4 pL/L) of methane were observed at PM-3, decreasing abruptly

to 1µL/L at PM-2. Stations NA-38(Figure 9), located at the inner front,
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Figure 18. The time-averaged distribution of methane across the entrance to Port Moller in (a) August
1980, (b) February 1981, and (c) May 1981. In those cases where more than one measurement
was made, the vertical lines indicate the range of values about the mean.



showed a relatively constant concentration of methane of 0.5µL/L, the back-

ground level observed for that time of year. As we will show later, the

concentration of methane (i.e., depth averaged) at the entrance shows large

variations due to tidal influences; however, the highest concentrations of

methane are always found along the eastern shore, regardless of the stage of

the tide.

In February (Fig. 18b), the highest concentrations were observed at

PM-3 and NA-40 (PM-2). The mean at each of these stations was 1.3 µL/L and

1.9 µL/L respectively as compared to a background level of 0.2 µL/L. The

large ranges (e.g., extrema) observed at PM-3 and NA-40 are due to the stage

of the tide.

As noted earlier, the concentration of methane over the entire NAS in

May was lower than had previously been observed. This was the case for Port

Moller as well (Figure 18c). As before, the highest concentrations of

methane were observed at PM-F and HB-G, stations located at the entrance to

Port Moller. Ambient levels offshore fell to approximately 0.1 µL/L or

100nL/L as noted earlier.

The influence of tides on the fluxes of salt and methane is shown in

Figure 19, which describes the observations taken at PM-3 over a 24-hr

period. Temperature showed little variation over the period, whereas

salinity varied from 30 to 31‰, depending on the stage of the tide. The

concentration of methane varied from 0.3 pL/L to over 2.5 pL/L in concert

with the flood and ebb of water from Port Moller. It is this tidal flux

that sustains the plume of methane observed along the coast.
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Figure 19. The diel variation in temperature, salinity, and methane at
Station PM3. Measurements were made on 5-6 February 1981.
Note that low salinity, methane-enriched water is found at
the entrance to Port Moller during ebb tide.
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5. TRANSPORT MODELS

5.1 Horizontal Trajectory Model

The distribution of dissolved methane in the two survey regions was

modeled to provide limits on the horizontal and vertical scales of mixing.

The model also provides a comparative check on the magnitude of the mean

current speeds, which under most conditions will govern the transport of

both surface and 'dissolved' oil.

The usefulness of dissolved methane as a chemical tracer depends critically

on the characteristics and strength of the source. For a point source of

uniform strength, the spatial distribution of methane can be used to define

limits on mixing and transport processes. The most straightforward use of

this tracer was found along the North Aleutian Shelf (NAS), where the biological

production of methane within Port Moller (see Figure 18) resulted in a

significant tidal flux to the coastal zone. This region is hydrographically

complex (Csanady, 1981), seasonally and spatially variable, and strongly

under the influence of coastal winds. Moreover, subtidal frequencies are

strongly dependent on the frequency and duration of storms (Schumacher,

1981). Our purpose here was not to attempt to resolve short-term spatial

variations, but rather to clarify the mean condition that exists along the

shelf for time periods >30 d.

To examine the salient spatial features of dissolved methane along the

NAS, we adopted a stationary, two-dimensional model described by Csanady

(1973). This particular model has been used to predict the dispersion

characteristics of wastewater injected along a pipe (line source) into a

coastal zone environment. The particular model chosen assumes steady state,

balances lateral diffusion against horizontal advection, and includes a

first order decay term, which incorporates both biological consumption and

the air-sea exchange of methane. The assumption of steady state is not valid
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for transient events, but should be valid for time scales in excess of one

month (u >= 3cm/s), given a Lagrangian tracer scale of 75 km or more. The

model is

where the space dependency of the horizontal eddy diffusivity is retained.

The solution to (1) for a line source of length b is

In this description, we ignore diffusion in the x-direction and scale

the horizontal diffusivity (K[subscript]y) in the y-direction according the Lagrangian

time scale. For simplicity, we assume that mixing is isotropic in the x-

and y-directions. However, Okubo (1971) has shown that dispersion is enhanced

in the direction of mean flow. The magnitude of the difference is approxi-

mately a factor of three for those coastal situations that have been studied

(Okubo, 1971). Along the NAS, tidal currents are strongly rectilinear,

which presumably results in an enhanced mixing alongshore. In the presence
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of a mean flow, u, it can be shown that:

where arc is the mean square radius of diffusing e, ax and ay are

the respective standard deviations of the plume in the x- and y-directions

(Okubo, 1971). If we assume uniform horizontal mixing (a2 = 2a2) the

apparent diffusivity defined by Okubo is:

where a2 = 202 and t is the diffusion time. The characteristic time (orrc y

length) scale can be computed from t = x/u. Substituting into (3c), we

obtain:

Based on dye patch studies, Okubo (1971) has given estimates of K[subscript]y in

terms of the characteristic length scale 2. He found that the 4/3 law

overestimated the magnitude of K and presented a log regression diagram

that shows:
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In equation (2), the horizontal eddy diffusivity is formulated in terms of

the variance of the plume in the y-direction [square root]2 S[subscript]y. After substitution of t

= x/u into (3f) we find:
[square root]2 s[subscript]y=0.1039 t[superscript]1.17 (3g)

Based on the diffusion diagram given by Okubo (1971), we expect

10[superscript]5cm²/s <= K[subscript]y 10[superscript]7 cm²/s for length scales between 10 and 100 km. If we

assume that K[subscript]y is proportional to the tidal excursion, which is approximately

10 km, then K [similar or equal to] 10[superscript]5 cm²/s.

Dissolved methane may be lost from the water column via air-sea exchange

and biological oxidation. Since both processes can be formulated in terms

of first order kinetics, they are included in the model as a single term:

Computation of k[subscript]a/s requires knowledge of sea-surface roughness (a function

of wind speed), the molecular diffusion and Bunsen solubility coefficients

as a function of salinity and temperature. All of these parameters are

known to within 30% (Broecker and Peng, 1974), thus [subscript]ka/s can be estimated

(see Cline, 1981 for details on the calculation of ka/s).

Biological oxidation rates of methane, not previously known for these

waters, have been determined by Griffiths et al., (1982). Water samples

were inoculated with a known amount of 14CH[subscript]4 and incubated for 24 to 48

hours. The 14C0[subscript]2 given off after oxidation was counted and the rate constant

computed. The kinetics generally obeyed a first order reaction when incuba-

tion time and substrate levels were varied.
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The model is formulated in terms of a line source of length b. If the

depth of the mixed layer (Az) is known, then the mass transport of methane

out of Port Moller is simply:

where the mass transport Q has dimensions Mt-¹ . Thus, the diffusion-advection

model is sensitive to the boundary conditions: b, source length; Az, mixed

layer depth; u, mean alongshore velocity; C[subscript]o, initial concentration at the

boundary.

A schematic representation of the NAS and the major transport terms

used in the model are shown in Figure (20). Because the water depth increases

offshore, the methane distribution in the surface layer must be vertically

averaged to provide a realistic representation of the actual distribution.

Figure 20. A schematic diagram of the NAS region. The significant transport
terms include longshore advection vC', and the flux divergence
KyC". The well mixed coastal zone is approximately 20 m deep and
32 km wide. Not shown in the diagram is the air-sea exchange of
methane, which is proportional to the concentration of methane.
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In the following discussions, we will use this model to estimate mean

currents along the NAS and to compare these results with the current meter

observations. Along any orthogonal section to the flow, the transport of

methane must be balanced by the tidal source at the entrance to Port Moller.

Time series measurements made at the entrance allow us to estimate C[subscript]o, b,

and Q; thus the model is constrained by both a concentration at the boundary

and the flux. Because the air-sea exchange and biological oxidation of

methane are seasonally dependent, appropriate values will be used in the

individual modeling comparisons.

5.2 Vertical Flux Model

In a stratified water column, a portion of the methane produced at the

bottom diffuses vertically through the pycnocline. In the absence of bio-

logical consumption, the curvature in the methane profile provides an in-

dependent estimate of the magnitude of K[subscript]v within the pycnocline. In the

situation where oil may be released at the bottom, vertical transport is

limited by strength of the pycnocline. In St. George Basin, the water

column is seasonally stratified, thus if oil (dissolved and emulsified) is

released into the bottom waters, it will largely remain in the lower boundary

layer. To estimate the rate at which dissolved material might be transported

vertically in stratified waters of St. George Basin, we used methane as a

dissolved tracer.

To quantify the magnitude of the vertical transport parameter K[subscript]v within

the pycnocline, we adopted a one-dimensional flux model describing the

vertical distribution of dissolved methane. The one-dimensional flux model

assumes that the curvature in the methane profile is the result of variable

shear within the pycnocline and not due to in situ consumption. This as-

sumption is not totally valid in all instances, but it does place a lower
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limit on the magnitude of K . The essence of the model is that methane is

produced at the bottom and is removed by horizontal and vertical transport

processes. Most of the biologically produced methane is removed by horizontal

advection, but a small portion diffuses vertically through the pycnocline

and is removed by air-sea exchange. In the absence of biological processes,

the model describing the distribution of methane within the pycnocline is

K[subscript]v{dC/dz} = constant, (6)

where K[subscript]v is the depth dependent vertical eddy diffusivity. Since the flux

across any horizontal plane is a constant, that constant must be equal to

the air-sea evasion flux.

[F O
R M U LA]

where D is the molecular diffusivity of dissolved methane, h is the thickness

of the laminar boundary layer, and C is the equilibrium solubility of

methane at the sea surface. The equilibrium concentration of methane is a

function of its atmospheric mixing ratios, salinity, and temperature (Yamamoto

et al., 1976). The constants D and h are known parameters, the latter being

largely a function of wind velocity (Emerson, 1975). By combining equations

6 and 7, the vertical eddy diffusivity can be calculated from the methane

gradient. To compute the gradient, the vertical distribution of methane was

smoothed by eye, fit with a cubic spline function, and differentiated to

provide a smooth distribution of K[subscript]v as a function of depth.

The magnitude of K[subscript]v is not actually depth dependent, but rather depends

in a complicated way on the local velocity shear and stability of the water

column (Welander, 1967). In the discussion to follow, K[subscript]v will be plotted as
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a function of the Brunt- Vaaisala frequency, which is equal to

[FORMULA]

The stability of the water column is proportional to the density gradient,

dp/dz. The factor g is the acceleration due to gravity.
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6. DISCUSSION

6.1 North Aleutian Shelf

The distributions of methane observed along the North Aleutian Shelf

were modeled to estimate the mean trajectory of the water mass, its mean

velocity, and mixing characteristics. The model is simplistic and does not

include such variables as velocity shear, complex bathymetry, and short term

variability in the source of methane or the currents. All of these variables

as well as complex frontal interactions will result in significant deviations

between the observed data and the model predictions. However, the model

does reproduce general features and is useful in corroborating the mean

velocity and diffusion fields.

The model is two dimensional and stationary (see section 6.1). This

does not imply that the distribution of methane is temporarily invariant--

only that the model is not responsive to time intervals less than about a

month. This estimate was made on the assumption that the mean velocity is

about 3 cm/s and that the tracer scale is >75 km.

The only adjustable parameters in the model are the mean velocity, u,

and the air-sea exchange rate parameter, k. The constant k also includes

the biological oxidation rate (Griffiths, et al., 1982), which was a factor

of about 3 less than the air-sea exchange rate. Also included explicitly

in k is the depth of water. Because the depth changes systematically from

zero at the shore to about 50m at the inner front, we selected a mean depth

of 20m. By doing this, the significance of the air sea exchange term is

minimized in shallow water (z <20m) and maximized in deeper water (z >20m).

Similarily, we assume no horizontal shear (8u/ay = 0), divergence or con-

vergence within the coastal zone. Transport across the inner front is by

diffusive mixing only.

366



The principal source of methane is Port Moller and all other sources

including bottom sediments are considered insignificant. The modeling of

such a distribution is relatively simple as the model need only include

source flux at the entrance to the estuary. Dissolved methane is fluxed

into the coastal zone by tidal pumping, hence the large diel excursions

observed in the concentrations. The source term was tidally averaged to

provide a stationary source flux, but was spatially digitized to more

accurately describe the offshore dilution of the source. As methane-

enriched water is transported out to the inner front, it mixes with water of

lower methane concentration. The diluted water from Port Moller is then

transported northeast along the coast in the coastal drift. To account for

the variable source in the y-direction (see Fig. 18), the time and depth

averaged source function was subdivided into 8 individual line sources, each

4 km in length. The total dispersion field was obtained by summing the

individual contributions, including that reflected from the coastline. To

avoid other model complexities, the ambient background concentrations of

methane were subtracted from both the source and the coastal waters to give

the distribution of excess methane, or that portion contributed by the Port

Moller estuary.

As an example, we show the average distribution of methane at the

entrance to Port Moller in August 1980 (Fig. 21). This distribution was

based on all measurements taken, including the 24-hour measurements taken at

Stations PM3, PM2, and PM1. The mean and the range are shown by closed

triangles and dashed lines, based on 'n' measurements. This source was

subdivided into 4 km source increments, after removing the background

concentration of 0.45 µL/L. PM13, sampled only twice, was approximately

5 km offshore. For modeling purposes, we assumed the concentration was

constant between PM13 and the shore. By making this assumption, no serious

error is envisioned because the depth of water was less than 5 m.
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Figure 21. The average distribution of dissolved methane across the entrance
to Port Moller. Observations were conducted in August 1980. The
mean and range of values (n observations) are shown by the closed
triangles and dashed arrows. The concentration of methane shore-
ward of Station PM13 was assumed constant. A background of 0.45
µL/L was subtracted to give the concentration of excess methane
from Port Moller.

One of the major deficiencies of the model is its inability to predict

the effects of variable bottom bathymetry. To partially offset this problem,

the model concentrations were depth averaged to sill depth (i.e. 20m).

After summing all the plumes, the resultant concentration field was then

depth averaged to the actual bottom depth. The reason for this was to see

if the model simulation would improve the observed relationship between

bathymetry and methane distribution. In reality, however, a mixing does not

occur in this way. Mixing is essentially complete near the entrance of Port

Moller and the distribution of methane is determined by spatial variations
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in the mean velocity and by cross-frontal exchange processes. In the absence

of any cross-frontal transport, varying the depth of water must result in a

systematic change in the local velocity field.

6.1.1. August 1980

The depth-averaged, normalized distribution of excess methane is shown

in Figure (22a). The background concentration of methane was 450 nL/L, which

was removed from the concentration field. A residual mean concentration of

30 nL/L represents normal spatial variability. Near the source, the concen-

tration of excess methane was approximately 5 µL/L (5000 nL/L), decreasing

to about 0.1 µL/L at 180 km. The plume trajectory indicates a mean flow to

the northeast, paralleling the shoreline.

The distributions of methane and salinity near Port Moller appear

influenced by bottom bathymetry (Fig. 22a,b), and in particular the location

of the inner front (see 45 m isobath on Figs. 22a,b). Because both consti-

tuents are related to freshwater discharge from Port Moller, the observed

correlation between water depth and distributions may reflect two processes.

The first is that offshore dilution of the freshwater (i.e. vertical mixing)

results in the apparent distribution. This must be accompanied by a compres-

sion of the streamlines to preserve the apparent offshore intrusion of high

salinity water (see x = 60 km). Density is closely related to salinity in

these waters, which is why the isopycnal surface shows strong correlation with

salinity and provides additional evidence that the coastal flow is controlled

by bathymetry. The remaining explanation is that the inner front forms a

hydrographic barrier to the onshore transport of salt. This might be en-

visioned as a surface convergence along the front accompanied by a near

bottom divergence. Within the front, the onshore transport of salt would be

inhibited by a diffusive barrier. However, there appears to be little
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Figure 22. The depth-averaged distribution of (a) dissolved methane and
(b) salinity and Port Moller in August 1980. A background con-
centration of 0.45 µL/L was subtracted from the observed field,
leaving a residual concentration of 0.03 µL/L north of the inner
front. The inner front is located near the dashed line (approxi-
mately 45 m).
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evidence that the front is little more than a demarcation between the strong

mixing of the coast zone and the seasonally stratified offshore waters (Jim

Schumacher, personal communication). At this point, and because our analyses

do not disprove it, we provisionally favor the latter explanation.

The constant k is the sum of the air-sea exchange rate and the biological

oxidation term. The air-sea exchange term was computed from the mean wind

velocity and the sea surface temperature. For a mean wind speed of 6 m/s

and a sea surface temperature of 11°C, the computed air-sea exchange coeffi-

cient was 4.0 x 10 /s (Table 1). Adding to that the biological oxidation
-7rate of lx10[superscript]-7/s (Griffiths et al., 1982), the value of k is 5.0 x 10[superscript]-7 /s.

An uncertainty in the mean wind results in an uncertainty in k of about 50%.

Using a mean k of 5.0 x 10[superscript]-7/s and an uncertainty of 50% (±2.5 x 10[superscript]-7 /s),

mean velocities were arbitrarily chosen until the best visual fit was ob-

tained.

Table 1. A summary of parameters used to estimate the air-sea exchange rate
(R) of methane along the NAS coastal zone. The model is
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The best fit was obtained for u = 3.8 cm/s and a k = 5.0 x 10[superscript]-7/s

(Fig. 23). The model fit overestimates the transport in the near field

(x<=120 km), but is in good agreement beyond that point. Increasing k or

decreasing u would improve the fit in the near field, but only at the

expense of the far field. The fit is quite sensitive to the magnitude of u

and to a less extent k. Increasing k to a maximum acceptable level of 7.5 x

10[superscript]-7/s did not change the coastline intercepts appreciably, but did reduce

the offshore penetration of dissolved methane.

Allowing k to vary between the limits 2.5 x 10[superscript]-7/s and 7.5 x 10[superscript]-7/s, u

was arbitrarily chosen to provide the best fit. These results are shown in

Figures (24a,b). Because the model contains the ratio, k/u, in the die-off

term (see eq. 2), it is not surprising that minor adjustments in k require

similar adjustments in u to maintain goodness of fit. For example, if u =

2.5 cm/s and k = 2.5 x 10[superscript]-7/s, the plume geometry is largely determined by

lateral diffusion (Fig. 24a). If the velocity were decreased even further

to improve the coastline fit, offshore diffusive transport would increase

markedly, resulting in a poorer fit. However, mean velocities less than 2.5

cm/s were not used because the model formulation does not include diffusive

transport in the x-direction, which would be required as u [arrow]0. Increasing k

to 7.5 x 10[superscript]-7/s requires that u be at least 5 cm/s to maintain goodness of

fit (Fig. 24b).

To demonstrate the effect of increasing the mean velocity, the mean

flow was increased to 7.5 cm/s while keeping k = 5.0 x 10[superscript]-7/s. These results

are shown in Figure (25). Note the flat distribution, indicating the

dominance of advection. Clearly, this distribution is not similar to the

observations shown in Figure (22a), where the 2.0 µL/L and 1.0 µL/L isopleths

intersect the coastline axes between 40-60 km.
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Figure 23. Model simulation of the distribution of methane for u = 3.8 cm/s and k = 5.0x10[superscript]-7/s. This
is the best fit to the observations shown in Fig. 22a. Concentrations are in µL/L. The
position of the 45 m isobath is indicated by the dashed line.



Figure 24. Model simulation of the distribution of methane for (a)u=2.5
cm/s, k = 25x10[superscript]-7/s and (b) u = 5.0 cm/s and k = 7.5x10[superscript]-7/s in
August 1980. Concentrations are expressed in pL/L. The position
of the 45 m isobath is indicated by the dashed line.
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Figure 25. Model simulation of the distribution of methane for u = 7.5 cm/s and k = 5.0x10[superscript]-7/s in
August 1980. Concentrations are in µL/L. The position of the 45 m isobath is indicated
by the dashed line.



The diffusive scale (K[subscript]y) is functionally dependent on the Lagrangian

scale, about 200 km in the present case. From the monograms presented by

Okubo (1971), K[subscript]y varies from 2 x 10 cm /s to about 2 x 10[superscript]6cm²/s, assuming a

minimum and maximum scale of 20 km and 200 km respectively. The correspond-

ing K[subscript]x would be about a factor of three greater than these estimates.

Because our simplistic model does not take into account temporal variations

in circulation, horizontal shear, or the effects of a complex bottom

bathymetry, there is no reason to adopt other mixing parameters unless a more

rigorous diagnostic model were to be developed.

In summary, our best estimate of the mean velocity in August 1980 was

3-5 cm/s, in good agreement with the estimate of 1-6 cm/s given by J.

Schumacher (personal communication). Our estimate is, however, higher than

the value of 1-2 cm/s given previously by Kinder and Schumacher (1980).

6.1.2. February 1981

The flux of methane from Port Moller in winter was significantly less

than observed the previous August. Concentrations at the entrance were a

factor of 5 less, which was presumably due to a seasonal drop in temperature

(11° to 1°C) and the concomitant decrease in microbial activity. Although

the concentration of methane was significantly reduced, so were the background

concentrations, permitting the plume to be distinguishable for at least 200

km as before (Fig. 15b).

The distribution of methane observed in February 1981, after depth

averaging and removing a background concentration of 110 nL/L, is shown in

Figure (26a). Note that the plume is clearly developed for approximately 60

km and less so for distances beyond that point. As we noted earlier, bathy-

metric influences on the distribution of methane were clearly evident as it

was with salinity (Fig. 26b).
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Figure 26. The depth-averaged distribution of (a) dissolved methane and
(b) salinity in February 1981. A background concentration of
0.11 pL/L has been subtracted from the concentration field,
leaving a mean residual of 0.014 µL/L. The innter front is

located near the 45 m isobath and is indicated by the dashed
line.
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The methane source distribution is shown in Figure (18b). Only PM3,

located about 5 km from shore, was occupied for 24 hrs; all others were

sampled twice. Because of paucity of data, average values for these stations

are poorly known. For example, NA40(PM2) appeared to have the highest mean,

but that may be due to the sampling frequency and the stage of the tide

during which sampling occurred. The source function reflected in Figure

(18b) was adjusted downward by 210 nL/L before being digitized into line

sources, each 4 km in length.

The air-sea exchange rate constant in February was estimated to be 8.5

x 10[superscript]-7 , based on a mean wind of 9.5 m/s and a mean sea surface temperature

of 0°C (Table 1). The larger value of k is due to higher wind velocity and

a concomitant decrease in the stagnant film boundary layer thickness. As

described above, k was allowed to vary by 50% or ±4.2 x 10[superscript]-7/s. Biological

oxidation was not a significant factor during winter (Griffiths et al.,

1982).

The best simulations of the observations are shown in Figures (27a,b).

The predicted velocity range was 3-7 cm/s, given the uncertainties in k and

other characteristics of shelf circulation. The wider range of predicted

velocities for February was due to a diminished source and poor model resolu-

tion. The velocity estimate for February is not statistically different

than that observed in August and falls within the estimate of 1-6 cm/s.

The estimates of lateral eddy diffusivities (Ky) are the same as ob-

served in August because the Lagrangian scale is similar.

6.1.3 May 1981

The depth-averaged distribution of methane is shown in Figure (28).

The pattern is similar to previous observations, but the concentrations are

generally lower. Maximum concentrations at the entrance were about 2 µL/L,

decreasing to 0.1 µL/L at about 100 km.
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Figure 27. Model simulations of the distributions of methane for (a) u =
3.0 cm/s and k = 4.3x10[superscript]-7/s and (b) u = 7.0 cm/s and k
1.2x1-[superscript]-7s in February 1981. Both distributions are reasonably
good fits to the observed distributions. Concentrations are in
µL/L. The position of the inner front is indicated by the dashed

line.
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Figure 28. The depth-averaged distribution of dissolved methane in May 1981. A background concentra-

tion of 0.1 µL/L has been subtracted from the concentration field, leaving a mean residual

of 0.013 µL/L. The inner front is located near the 45 m isobath and is indicated by the

dashed line.



In May, the surface concentration of methane seaward of the front was

80-100 nL/L, indicating minimum production in the offshore waters.

Equilibrium concentrations for this time of year were 60 nL/L; consequently,

percent saturation levels ranged from 130 to 160%. In contrast, the satura-

tion levels in August were 900%. The interannual variations in the surface

concentrations are strongly a function of water temperature and degree of

ice formation the previous winter (Cline et al., 1981).

The time average distribution of methane at the entrance to Port Moller

is shown in Figure (18c). Maximum concentrations of 2 µL/L were observed at

PM-F, decreasing markedly to background concentrations of 100 nL/L at station

NA38. As noted earlier, the source is hyperbolic and decays rapidly to

background levels at about 30 km. This source was subdivided equally into 8

individual line sources, as before.

The air-sea exchange constant, k, was found to be 4.8 x 10[superscript]-7/s, based

on mean wind of 7.5 m/s and a mean sea surface temperature of 6.5°C (Table

1). The calculated thickness of the diffusion layer was 50 pm. Biological

oxidation, proportional to water temperature and the concentration of methane,

was at a minimum (<1 x 10 /s) and was not included in the above rate

constant (Griffiths et al., 1982).

The best model fits to the methane distribution are shown in Figures

(29a,b). Assuming a mean k of 4.8 x 10[superscript]-7/s and a variance of ± 2.4 x

10[superscript]-7/s, a range of velocities was fit to the observations. The best

simulations were obtained for u = 2-3 cm/s. Larger velocities gave elongated

plumes that were not in good agreement with the observations. We conclude

that in May, the mean velocity along the coast was in the range of 2-3 cm/s

and did not exceed 5 cm/s. Horizontal diffusivities are in the range of 1 x
5 2 6 2

10 cm /s to 5 x 10 cm /s for the plume dimensions described here.
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Figure 29. Model simulations of the distribution of dissolved methane for
(a) u = 2.0[subscript]7cm/s and k = 2.4x10[superscript]-7/s and (b) u = 3.0 cm/s and
k = 4.8x10 /s in May 1981. Both distributions are reasonably
good fits to the observed distribution. Concentrations are in
µL/L. The position of the inner front is near the 45 m isobath
and is indicated by the dashed line.
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6.1.4. Port Moller Tidal Flux

In describing the horizontal distribution of methane along the NAS, we

established concentrations along the shelf boundary perpendicular to the

coast. Because the concentrations of methane are temporally variable near

the entrance to Port Moller, we occupied a series of stations repetitively

to estimate the average diel flux at the boundary. The boundary was placed

near the entrance to Port Moller but was of sufficient distance to avoid the

large tidal currents at the entrance. A check on our model can be made by

comparing the estimated transport of methane through the entrance on each

ebb tide with the time average distribution determined by the model. The

implicit assumptions are that air-sea exchange and biological consumption

are insignificant over the distance between the entrance and the model

boundary (approximately 15 km).

The minimum distance across the entrance to Port Moller is between

Entrance Point on the east and Fawn Point in the west. The main channel is

approximately 5 km wide, 16 m deep and located toward the eastern shore. A

large sand bar extends eastward from Fawn Point and is exposed during low

water. At low water the effective channel width is about 9 km. Tidal

currents are strong at the entrance, reaching average maximum velocities of

1.7 kts 3 miles west of Entrance Point and 1.2 kts at Entrance Point

(Department of Commerce, 1979). For the purpose of calculations, we will

assume an average maximum tidal current of 1.5 kts, or 0.8 m/s.

The principal assumption is that during any given tidal cycle, there is

little or no recycling of water within the entrance of Port Moller. If this

condition is met, then the tidal driven transport of methane to the coastal

zone is proportional to the average concentration at the entrance, the width

and depth, and the ebb velocity.
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For the sake of simplicity, we assume that C[subscript]i, the average excess methane

concentration decreases linearly across the entrance from a maximum measured

value on the east side to zero on the west. This is a crude approximation

to the observations shown in Figure (18). The increment of length, Q, is set

to 2 km, while the depth, [delta]z[subscript]i, is varied according to the bottom bathymetry.

The mean velocity, v, across the entrance was calculated from the average

maximum velocity according to the formula [bar]v = v[subscript]max/[pi]/2 (Sverdrup et al.,

1942). The results of the tidal transport calculations for each of the

three visits are shown in Table 2.

If the model assumptions are reasonably correct, then the tidal flux

must equal the flux of methane across the model boundary. To calculate the

latter, we used equation (6) and estimates of C[subscript]o from Figure (18). The mean

depth was set equal to 20 m and the velocity was estimated from the model

fits. The length of the model boundary varied seasonally from 24 to 36 km,

which was subdivided into 4 km increments for the purpose of calculation.

The results of these calculations also are shown in Table 2.

Table 2. A comparison of the tidal transport of methane (T[subscript]t) from Port
Moller with the transport of methane at the tidal boundary (T[subscript]t).
The mean tidal velocity is v and the mean coastal current is u.
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In August the two transport figures are in good agreement; they only

differ by 16%. The comparison in February is also reasonably good, although

the coastal transport, T[subscript]m, exceeds the source strength by 23%. Uncertainty

in the mean coastal velocity could easily account for this difference. The

comparison in May is poor. There, the source strength exceeded the coastal

transport by a factor of nearly three. The reason for the discrepancy may

lie in our choice of the concentration distribution across the entrance.

Apparently the concentration gradient across the entrance was more nearly

hyperbolic (see Fig. 18) than linear as assumed above.

The near agreement between the two transport terms suggests that the

model assumptions are nearly correct, conditions during May notwithstanding.

This implies that the Port Moller estuary is the dominant source of methane

to the coastal zone and that the model fits to the distributions and therefore

gives reasonable estimates of the mean velocity field and the eddy diffusivities.

Clearly more sophisticated models could be applied to the transport of

methane from Port Moller, but non-linear perturbations to the mean velocity

field coupled to an incomplete observational record precludes a detailed

effort at this time.

6.1.5. North Aleutian Shelf Summary

A summary of the estimated velocities determined from the distributions

of methane is presented in Table 3. While the model is crude and numerous

approximations were made, the mean velocities range from 2-7 cm/s, depending

on season. These estimates are in excellent agreement with current meter ob-

servations (J. Schumacher, personal communications). The small variances in

the mean velocity field suggest that the flow is baroclinic and responds to

the freshwater input. The small seasonal variation in the salinity field also

indicates that seasonal variations in the baroclinic field should be small.
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Table 3. A summary of the mean velocities along the coastal zone of the
North Aleutian Shelf as determined from the distributions of
dissolved methane. The air-sea exchange and biological rate
constant (combined) was varied by ±50%.

Model simulations of the methane distributions explicitly contain a

cross-stream horizontal eddy diffusivity (K[subscript]y). This parameter was scaled to

the mean velocity through equations (3a-3g), which allow the turbulent

scale to grow as the plume increases in size. In the model simulations, the

value of K ranged from 10[superscript]4cm²/s at x=0 (4 km wide) to 10[superscript]6 cm²/s at x=200 km.

Given the transient behavior in the current field and the complex bottom

bathymetry, the model simulations do not permit a close examination of the

magnitude of the turbulent field as a function of the Lagrangian scale.

However, suffice it to say, that the cross-stream diffusion of methane is

not inconsistent with the empirical formulations given by Okubo (1971). For

a point source release, the variance of the plume grows at a rate

which also can be used to predict the behavior of point source releases of

souluble or dispersed materials.
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The simulations showed markedly the influence of the mean velocity

field on the observed distributions. At velocities below 5 cm/s, eddy

diffusion on the x- and y-directions should be included to improve the model

fits. However, at velocities in excess of 5 cm/s and over limited space

scales (A <= 200 km), the diffusive terms are relatively insignificant in

determining the observed distributions.

6.2. St. George Basin

Enhanced production of methane occurs whenever elevated concentrations

of organic carbon are present. This is the case in St. George Basin where

relatively high concentrations of organic carbon are found in the surface

sediments. The distribution of carbon (Gardner, et al., 1978) is nearly

circular and occupies an area of about 8000 km² near the center of St.

George Basin (56°N; 167°W) (Fig. 30). In cross section, the surface distribu-

tion of organic carbon is nearly Gaussian in form, which implies that the

production rate of methane is also Gaussian in form. We will return to this

point later in the discussion concerning the methane source term.

The concentration of methane, which depends on the strength of the

local source and the intensity of mixing over the basin, is elevated in the

fall when microbial production and water column stability are at maximums.

Minimum concentrations were observed in the spring and are related to minimum

microbial production. Both water temperature and the lack of a suitable

organic substrate precluded a significant release of methane in the

spring.

The model adopted for the simulation of the near-bottom distribution of

methane in St. George Basin is the same model used along the North Aleutian

Shelf (see Sec. 5.1). The description is two-dimensional, steady state, and

balances lateral diffusion against horizontal advection and biological
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Figure 30. Distributions of (a) clay content and (b) total carbon in the
surface sediments of St. George Basin. The locus of the high
carbon concentrations is approximately 56°N 167°W, which is the
location of Stations SG5, SG29, SG24, and SG70 (see Fig. 2).
This figure was taken from the report by Gardiner et al., 1978.
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consumption. The oxidation of methane is considered first order as determined

by Griffiths, et al., (1982).

The most serious deficiencies of the model include the source function

and the vertical flux of methane across the pycnocline. For modeling purposes,

we assume that the source of methane is a plane whose width is the y-dimension

of the plume and whose height is the distance from the sea bottom to the

base of the benthic boundary layer. This line source is subdivided into

individual plane sources, each of which is 4 km in length and approximately

40 m in depth. Because the concentration varies across the source, each

planar segment is assigned an initial concentration, C[subscript]o. The source functions

used for each of the three simulations are shown in Figure (31). Note that

the initial concentration at the source is nearly normal as hypothesized

earlier. Each planar section is treated as a separate plume; the total

distribution results from the sum of all of the individual plumes.

An examination of the distribution of methane suggests that the source

is circular or perhaps elliptical as indicated by the distribution of organic

carbon (Fig. 30). By assuming a line source, the source of methane is

confined to plane rather than an area. This simplifies the arithmetic at

the expense of physical reality. However, the simulation does result in

physical bounds on the diffusive and advective transports.

Another serious drawback to the simulation is the lack of a vertical

flux term (see eq. 1). We have assumed that this term is small because of

the stability above the bottom boundary layer, which inhibits the vertical

exchange of materials. Our estimate is that the vertical eddy diffusivity

is <= 0.5 cm²/s, which minimizes the vertical transport of CH[subscript]4. In section

6.3, a scaling argument is presented to show that the vertical processes are

indeed small compared to the horizontal transport terms and thus the former

can be ignored to the first approximation.
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Figure 31. The average excess concentration of methane in the benthic
boundary layer across the center of the plume. Data are col-
lected in (a) August 1980, (b) February 1981, and (c) May
1981. Concentrations are expressed pL/L.
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The areal distributions of methane in the near bottom waters appear as

ellipses, elongated in the direction of the axis of the basin (see

Figs. 6a,b,c). For modeling purposes, we chose the bottom boundary layer

thickness to be 20-30 m, depending on the season, and a planar source of

sufficient width to mimic the concentration field at the source. Initial

concentrations along the source are interpolated from depth-averaged observa-

tions. The mean velocity, u, is the only adjustable parameter, because the

biological rate constant that governs the consumption rate of methane was

measured. The value of the Ky is scale dependent and is calculated as a

function of the Lagrangian distance (see Sec. 5.1).

6.2.1. August 1980

The depth-averaged distribution of methane in August 1980 is shown in

Figure (6a) and is redrawn onto rectangular coordinates shown in Figure (32a).

The best model fit to the observations is shown in Figure 32b for u = 2 cm/s

and k = 8.6x10[superscript]-8/s. Because the source (x=0) bisects the plume, the model

fit shown in Figure (32b) is only representative of the downstream portion of

the plume. A velocity of 3 cm/s also was assumed, but resulted in un-

realistically large concentrations along the axis of the plume. Thus, we

conclude that the mean velocity in August 1980 was <= 2 cm/s. Because of the

scale of the plume, Ky ranges from 1x10[superscript]6cm²/s to 2x10[superscript]6cm²/s (Okubo, 1971).

The elongation of the plume in the northwest direction suggests a weak

current along the shelf in general agreement with the observations (Kinder

and Schumacher, 1981). However, an onshore component is also evident in

Figure (32a). This is also in agreement with refinements in the current

trajectories that recently have been made (J. Schumacher, personal

communication). Current meter deployments made between March and December 1976
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Figure 32. (a) The average near-bottom concentration of dissolved methane in St. George Basin in

August 1980. The axes show the position of the model grid. (b) The model simulation

of the methane distribution using the source function shown in Fig. (31a). The best

fit was obtained for u = 2.0 cm/s and k = 8.6x10[superscript]-8/s.



indicate vector mean speeds of 2-4 cm/s in the lower 15 to 20 m of the water

column (Kinder and Schumacher, 1981). Our model simulation suggests that

the mean current speed will fall in the lower range when the effects of

diffusion in the x-direction are taken into account.

The presence of significant concentrations upstream of the source

demonstrates the broad extent of the source and the importance of alongshelf

diffusion. The model used here did not explicitly include alongshelf

diffusion; consequently, this effect is accounted for in the velocity term.

6.2.2. February 1981

The depth-averaged distribution of methane during Feburary 1981 is

shown in Figure (6b) and has been remapped onto a rectangular grid for model

simulation (Fig. 33a).

The average concentration in February 1980 was lower than that measured

in August. The plume trajectory is the same as August, and extends about

200 km downstream of the source (e.g. 300 nL/L contour). The width was

reduced to about 120 km as compared to 280 km in August.

The best fit to the observed distribution was again obtained with

u = 2 cm/s and k = 5.6 x 10[superscript]-8/s (Figure 33b). The biological rate term was

smaller in February, presumably due to the reduced water temperature. As

before, the mean velocity, u, was arbitrarily increased to 3 cm/s to test

model sensitivity. The fit to the distribution was not improved. Therefore,

we conclude that the mean velocity in February was less than 2 cm/s in

agreement with the model predictions for August 1980.

6.2.3. May 1981

The depth averaged distribution of methane observed in May 1981 is

shown in Figure (6c) and is remapped into the model grid shown in Figure (34a).

The maximum concentration of methane (near SG70) was 1200 nL/L and was lower
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Figure 33. (a) The average near-bottom concentration of dissolved methane in St. George Basin in

February 1981. The axes show the position of the model grid. (b) The model simulation

of the methane distribution using the source function shown in Fig. (31b). The best

fit was obtained for u = 2.0 cm/s and k = 5.6x10[superscript]-8/s.



Figure 34. (a) The average near-bottom concentration of dissolved methane in St. George Basin in
May 1981. The axes show the position of the model grid. (b) The model simulation
of the methane distribution using the source function shown in Fig. (31c). The best
fit was obtained for u = 2.0 cm/s and k = 9.2x10[superscript]-8/s.



than was observed during the two previous visits. The relatively low

abundance of methane in May is believed to be related to the vertical carbon

flux and possibly the bottom temperatures, as described earlier. The orien-

tation of the plume is as before, except that its cross-shelf extent is much

smaller than was observed in August 1980. Asymmetry of the plume suggests

short term variations (< 1 month) in the speed and trajectory of the flow,

which is not unexpected in the dynamic outer shelf region of the Bering Sea

(Kinder and Schumacher, 1981a). As noted before the plume is elongated

toward the northeast, suggesting a weak flow in that direction.

The best fit to data was achieved with the source function shown in

Figure (31b), u = 2 cm/s, and k = 9.2x10[superscript]-8/s. The biolobical rate constant,

which was determined by in vitro experiments aboard ship, is larger than was

observed during the two previous visits. The goodness of fit was not improved

by increasing the velocity, indicating as before, that the mean velocity was

probably <= 2 cm/s.

6.2.4. Summary of St. George Basin Studies

The distributions of methane in the benthic boundary layer were modeled

to determine the mean current trajectory, mesoscale mean current velocities,

and the characteristic of diffusive mixing. Model simulations were made on

three distributions observed in August 1980, February 1981, and May 1981.

The source of the methane is believed to be organic-rich sediments

deposited on the basin floor of St. George Basin. The organic carbon content

varied from about 0.5% at the edges of the basin to slightly more than 1% at

the center of the distribution. The distribution of carbon is nearly circular

and appears to be related to circulation processes over the outer shelf. A

cursory examination of the dynamic height field suggests a divergent flow

near the location of high carbon concentration, which might result in the
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accumulation of fine detrital and organic materials. On the basis of

sedimentary size analysis, we would expect the accumulation of organic

carbon to correlate with weak circulation.

The distribution of methane was modeled by establishing a variable

concentration at the boundary and summing the individual plumes. We also

assumed that lateral mixing was isentropic, which may not be valid for these

waters. Vertical flux calculations demonstrated that insignificant amounts

of methane were lost through the pycnocline, which reduced the model to two

dimensions. Biological oxidation of methane was included in the model in

the basis of in vitro experiments performed on the ship.

The results of the modeling analyses indicated that the mean velocity

was no greater than 2 cm/s, and probably less. This is in complete agreement

with mean flow measurements of 1-2 cm/s. Plume trajectories also showed an

onshore component, which was also in agreement with current meter measurements.

The plumes observed in August 1980, February 1981 and May 1981 all

showed trajectories to the north-northwest, but significant amounts of

methane were found to the southwest as well. This is indicative of the low

mean velocities and the significance of horizontal diffusion in the x-direction,

which was not accounted for in the model. We conclude that a more sophisticated

model that includes flux divergence in the x-direction as well as the y-direction

would predict a lower mean velocity than the 2 cm/s cited above. There is

also reason to believe that the mixing is anisentropic, namely that diffusive

transport in the x-direction is larger than in the y-direction. The reason

for this belief lies in the distribution of the mass field. Flow parallel to

the isobaths is along isopycnal surfaces, while cross-shelf flow is across

isopycnals. On this basis we would expect that K[subscript]x > K[subscript]y and that the plume

asymmetry is strongly influenced by the imbalance in the horizontal flux

divergence terms, particularly at these low mean velocities.
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The impact of these findings is particularly relevant to offshore

exploration and production activities. These analyses as well as the

current meter measurements show the St. George Basin region to be

characterized by weak currents and relatively long residence times. Oil

spilled or retained in the near-bottom waters will not be removed rapidly by

circulation processes; therefore the risk to marine habitats is elevated.

However, the actual impact depends on the nature of the spill and the

quantity of oil spilled. This point will be treated in the next section.

6.2.5 Oil Spill Scenario, St. George Basin

In the preceding discussion, we have considered the circulation

characteristics of two subregions of the southeastern Bering Sea.

Specifically the studies centered on the near-bottom circulation of St.

George Basin and the coastal zone along the North Aleutian Shelf. In each

case, we used a localized source of dissolved methane to describe advective

and diffusive scales applicable to each region. This information is

directly applicable to estimating or predicting how spilled oil might behave

in these areas. We now proceed to develop and test a simple model that will

be useful in describing the concentration field resulting from a spill

event. These models are only applicable to the dissolved or emulsified

fractions and do not describe the behavior of a surface slick.

The situation we wish to simulate here is an instantaneous release of

oil at a fixed location, such as might occur in the collision or grounding

of a tanker. The three dimensional model that describes the subsequent

dispersion of oil under these conditions is given by the following equation

(Brubaker and Rote, 1978):
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[FORMULA]

where Q is the mass of material released, [sigma][subscript]x, [sigma][subscript]y, [sigma][subscript]z, are the standard

deviations of the plume as a function of time (t), and u is the mean velocity

in the x-direction. To simplify equation (7), we will only consider the

centerline distribution (y=0) for a constant depth interval, z. Setting

y=z=0, equation (7) becomes

[FORMULA]

This model describes the time dependent behavior of spilled oil contained

within a well-mixed lens of water (e.g., surface-mixed layer above the

pycnocline). This model also predicts the maximum concentration of oil that

will occur along the centerline of the plume. By inspection of equation (8)

it is readily apparent that the concentration decreased exponentially in

the x-direction. To solve equation (8), we need estimates of Q, u, [sigma][subscript]x, [sigma][subscript]y,

and [sigma][subscript]z.

The model represented by equation (8) was solved for a given spill

scenario stipulated for St. George Basin (April 1981). The amount of oil

spilled was 50,000 bbl or 6.7 x 10[superscript]8 kg. To solve equation (8), a few

assumptions were made concerning the duration of the spill as well as the

size of the initial plume. In this particular prediction, we will assume

that 'worst-case scenario,' which will lead to the largest volumetric impact.

The assumptions imposed on the spill scenario are the following. The

spill occurs in the surface waters of St. George Basin in summer. The oil

is instantaneously released and all of it is rapidly mixed downward to
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the top of the thermocline, or about 40 m. The oil is considered conserva-

tive (i.e., does not evaporate nor is it biologically degraded). Also, no

flux through the thermocline is permitted. This computation will maximize

the concentration of dissolved and emulsified oil and its impact area.

The concentration of oil at any point in time and space depends critically

on the rate of mixing. The mixing parameters are implicitly embodied in [sigma][subscript]x,

[sigma][subscript]y, and [sigma][subscript]z, the standard deviation of the plume as a function of time or

distance. The parameters are linked through the mean velocity u = x/t. For

the purpose of the model, we assume [sigma][subscript]z is a constant, whereas [sigma][subscript]x, [sigma][subscript]y are

allowed to vary with t according to the empirical relationships given by

Okubo (1971). The relevant relationships are:

[FORMULA] (3a)

[FORMULA] (9)

[FORMULA] (10)

[FORMULA] (11)

The initial size of the spill is somewhat arbitrary, but for our purpose

here we assume a radial spill of 200 m and a mean depth of 40 m. Conse-

quently, the average concentration of oil is C = (6.7x10[superscript]8 kg)/(200 m)²(40 m)

= 425 kg/m³ or 425 g/L. This amount of oil could not be dissolved in one

liter of seawater. For the sake of simplicity, we will retain these initial

conditions, recognizing that more realistic scenarios can be easily scaled

from these results. By analogy with equation (8), the initial plume disper-
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sion parameters are easily calculated, [FORMULA]

[FORMULA]The initial concentration

of oil in the spill,C° , is equal to C[subscript]o = [FORMULA]= 425 g/L.

To examine the temporal development of the spill scenario described

above, we assume mean velocities of 2.5, 5.0, and 10 cm/s, which are in the

range of observed velocities for St. George Basin (Kinder and Schumacher,

1981a). The results of the modeling are described in Figures (35), (36),

and (37), for periods of 2d, 5d, 10d, and 30 d. To express the results

generically, we have chosen a relative concentration scale, where C is the

initial concentration of oil at the spill. For reference purposes, the

1 ppm and 0.1 ppm concentration lines are also included for comparison.

Organisms are stressed or killed at oil concentrations (water soluble fraction)

in the range 0.1 to 1 ppm.

Figure (35) depicts the plume development for a period of 30 d at a

mean velocity of 2 cm/s. The maximum concentration of oil at 2 d is 1% of

the original concentration and occurs at about 4 km downstream. At the

fifth day, the center of mass has moved to 10 km, but lateral diffusion has

decreased the relative concentration to 0.1%. Similar exponential decreases

are noted for the subsequent time periods.

The impact of oil on organisms depends on both duration of exposure and

concentration. The spill being considered here was instantaneous and decays

according to the mathematical representation of the mixing. If we arbitrarily

choose the 0.1 ppm reference level, the concentration of oil is everywhere

less than this value after 16 or 17 d.

In Figure (36) is shown the same spill event except the mean velocity

was increased to 5 cm/s. The immediate effect of the increased velocity is

to elongate the plume in the downstream direction. At comparable distances,

the maximum concentration of oil is greater at the higher velocities because
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Figure 35. The development of a plume of 'dissolved' oil resulting from an instantaneous release of
6.7x10[superscript]8g (50,000 bbls) confined to a 40 m, vertical-lens of water. The centerline
distribution shows the temporal history of the spill locus for a mean current speed of
2.5 cm/s. Reference concentrations of 0.1 and 1.0 ppm 'dissolved' oil also are indicated.



Figure 36. The development of a plume of 'dissolved' oil resulting from an instantaneous release of6.7x10[superscript]8g (50,000 bbls) confined to a 40 m, vertical-lens of water. The centerlinedistribution shows the temporal history of the spill locus for a mean current speed of5.0 cm/s. Reference concentrations of 0.1 and 1.0 ppm 'dissolved' oil also are indicated.



Figure 37. The development of a plume of 'dissolved' oil resulting from an instantaneous release of
6.7x10[superscript]8g (50,000 bbls) confined to a 40 m, vertical-lens of water. The centerline
distribution shows the temporal history of the spill locus for a mean current speed of
10 cm/s. Reference concentrations of 0.1 and 1.0 ppm 'dissolved' oil also are indicated.



the flux of oil across any orthogonal plane must be conserved (i.e. oil is

conservative). At 15 d, the maximum concentration of oil has fallen to

0.01% of the original concentration at a distance of 64 km. In the present

case, the concentration of oil would be about 0.3 ppm. After 30 d, the

concentration of oil is everywhere less than 0.001% or 50 ppb.

The situation for 10 cm/s is shown in Figure (37). The plume is elongated

in the x-direction, as noted above. The maximum concentration after 15 d is

about 0.1 ppm and occurs 130 km downstream of the spill site.

In the foregoing, the effect of increasing the velocity was to increase

the longitudinal transport at the expense of lateral diffusion. However,

the amount of oil spilled was constant; therefore, we expect the environmental

impact volume to be the same regardless of the velocity. The geometry of

the plume will, however, be different. To estimate the impact volume of the

hypothetical spill given above, we need only consider the temporal development

of the plume and the concentration of oil above any given threshold level,

say 0.1 ppm. Considering the 5 cm/s case (Fig. 36), the plume length to

width was estimated for each period of time in which the concentration

exceeded 0.1 ppm. For example, at 10 d (5 cm/s), the length (x) of the

plume was 38 km and its width (y) was about 10 km. As the center of mass of

oil is transported, it diffuses laterally and becomes more dilute. Because

the diffusion coefficient is increasing as the size of the plume grows,

these two effects combine to form a maximum extent in the y-direction to

which we might expect biological effects. That downstream distance is about

40 km in the case where u = 5 cm/s. Beyond 40 km, the plume continues to

grow, but its biological impact is diminishing due to dilution with surrounding

water. According to our calculations, the maximum areal extent of the plume

is 450 km² and would persist for about 15 d. It should be noted that the

calculated area represents an accumulated effect area, not an instantaneous
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effect area. The maximum instantaneous area affected would occur at about

40 km downstream and would be about 38 km x 10 km = 380 km². Since we

assured initially a homogeneous lens of water 40 m deep, the volume impact

area would be about 18 km³.

The scenario discussed above is not totally realistic in that only a

small fraction of spilled oil is actually going to be accommodated in the

water column as dissolved or emulsified oil. If we assume that only 10% of

the total oil is accommodated, then the potential impact area is reduced to

about 40-50 km², an area very much smaller than the surface area of St. George

Basin.

These elementary calculations suggest that a point source injection of

oil (i.e., well blowout or tanker spill) of the magnitude of 50,000 bbl's

will result in relatively small amounts of dissolved and/or emulsified oil

in the water column and that a reasonable impact area from such an injection

is no larger than 450 km² (given a 0.1 ppm threshold). More than likely it

is a factor of ten less. These results only apply to the open reaches of

St. George Basin and do not apply to the coastal zone of the NAS, where the

hydrography and the proximity of the beach result in a much different set of

conditions.

6.2.6 Horizontal Transport of Methane

In fitting the model to the observed distributions, a source function

was hypothesized in terms of the concentration along a line bisecting the

source region (e.g. see Figure 32a). It was assumed that the source of the

methane was diffusive flux from the underlying sediments, or perhaps from

methane production arising from microbial activity at the sediment-water

interface. In either event, the near-bottom transport of methane must equal

the integrated benthic production rate corrected for biological loss.
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To evaluate the bottom flux of methane, we collected five vertical

methane profiles to 50 cm in May 1981. Two such profiles taken in May 1981

are shown in Figure (38), where the vertical distributions of methane in the

water column and in the sediments are shown. In each case, the maximum

concentration in the sediment is approximately a factor of 10 above the

bottom boundary layer concentration. The gradient across the sediment-

water interface in part explains the accumulation of methane in the bottom

waters of St. George Basin. The average flux to the water column, based on

a molecular diffusivity of CH[subscript]4 of 8.5x10[superscript]-
5 cm² /s (Witherspoon and Bonoli,

1968), was lx10[superscript]- 14 g/cm²/s (Katz et al., 1982). Assuming an area of

2.0x1014 cm2 (r=80 km), the integrated methane production rate is 2 g/s.

Integrating the production curve shown in Figure (31c) and assuming a mean

velocity of 2 cm/s, we obtain a horizontal transport of 23 g/s, a factor of

10 higher than the benthic flux would suggest. The explanation for the

difference may lie in the assumptions. By assuming a slightly larger

molecular diffusivity (e.g. bioturbation in the upper 10 cm of the sediment

column, Berner, 1980) or decreasing the mean velocity, a match could be

achieved. Both of these parameters could be adjusted by appropriate factors

to achieve the end result without perturbing seriously the known variances.

Also, the interstitial water measurements do not measure production that

might occur at the sediment water interface. Consequently, we conclude that

methane production rate in the region of elevated carbon concentrations is

in agreement with the horizontal transport derived from the model, if we

assume a larger molecular diffusivity and/or a lower mean velocity. Our intuition

is that the mean velocity is no larger than 2 cm/s and could very well be

much lower if anisentropic mixing were invoked.
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Figure 38. The vertical distribution of methane in the water column and surficial sediments at
(a) Station SG67 and (b) SG70. These data were collected in May-June 1981. Note
the scale change in concentrations between the water and the pore fluids.



6.2.7. Vertical Transport of Methane

St. George Basin is normally stratified due to seasonal changes in

solar insolation and freshwater input. The strength of the pycnocline

varies seasonally depending on buoyancy input and the depth of the mixed

layer, but appears to be a maximum in late summer or early fall, and a

minimum in late winter. Regardless of season, the density difference

between the surface layers and the bottom is about one sigma-t unit (e.g.,

25 to 26), but the gradient changes significantly over the year. This

change is the gradient results in a variable vertical flux of dissolved

constituents because the apparent vertical eddy diffusivity is a function of

stability (Welander, 1975). In this section we test a simple model that

estimates the magnitude of K[subscript]v .

On previous visits to St. George Basin it was observed that the vertical

distributions of salt and methane were similar, suggesting that methane was

quasi-conservative. A plot of methane versus salinity was usually linear

(Fig. 39), implying that the vertical flux of methane from bottom sediments

was impeded by the pycnocline. In an analagous fashion, the vertical

transport of dissolved components of petroleum or micro-droplets of oil

would be similarly inhibited.

In order to quantify the magnitude of K[subscript]v within the pycnocline, Station

PL6 was occupied on two occasions in August 1980. Detailed measurements of

salinity, temperature, and methane were made. The results of these measure-

ments are shown in Figure (7). Note that the concentration of methane

decreases approximately a factor of five between the bottom and the surface

(100 m to 60 m), while [FORMULA] decreases abruptly over the same depth range.

Assuming for the moment that methane is conservative, the vertical flux

of methane across any horizontal plane is equal to the bottom flux or to the
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Figure 39. The relationship between salinity and methane at Station PL-6
in August 1980. The linear relationship suggests conservative
mixing between the surface and bottom waters.
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air-sea evasion rate (see Section 5.2). Since the latter is more easily

estimated, a monthly mean air-sea flux was calculated from a knowledge of

mean winds and sea surface temperatures. This value is equal to the product

of the methane gradient and the apparent vertical eddy diffusivity (eq. 6).

The estimated K[subscript]z within the pycnociline was plotted against stability

(Brunt-Vaaisaala Frequency) and is shown in Figure (40). In the near surface

layers, Kz ranged from 20-50cm²/s in agreement with the high shear stresses

below the mixed layer. Below 50 m, K[subscript]z decreased dramatically to a minimum

of 0.2 cm2/s near 65 m, then again increased to values in excess of 1 cm2/s

as the bottom boundary layer was approached. The slope of the line was

-0.5, which indicates that vertical mixing is the result of vertical shear

rather than the cascade of energy from large scale turbulence (Welander,

1975).

Figure 40. The relationship between the apparent vertical eddy diffusivity,
K[subscript]z, and the Brunt-Vaaisaala Frequency, N2, at Station PL6 in August
1980. The theoretical relationship for shear-induced turbulence is
-0.5, which is shown by the dashed lines.
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The conditions modeled were typical for late summer and fall and indicate

that vertical exchange is strongly retarded by the density gradient. However,

what is of interest is the relative magnitude of the vertical flux of methane

across the pycnocline compared to the horizontal flux. For this scaling

exercise, we assume the following conditions, which existed in August 1980:

[FORMULA]

It is readily apparent that F[subscript]h >> F[subscript]z, thus to a first approximation, the

horizontal flux terms dominate the distribution of methane in the bottom

boundary layer and our original assumption that the vertical flux divergence

term could be ignored appears valid (see section 6.2). Even if one in-

creases K to 1 cm /s and reduces K[subscript]h to 1x10[superscript]5 cm ²/s, the horizontal terms

remain dominant for a plume of the observed dimension.

This argument holds true for the velocity terms as well. The advective

flux is the product of the mean velocity and the concentration at a specified

point. Assuming a mean velocity of 2 cm/s and a methane concentration of

1000 nL/L (1.0 nL/cm ), the advective flux is 3 nL/cm²/s compared to the

horizontal flux divergence of 0.1 nL/cm²/s. Clearly, the distributions of

methane in the bottom waters of St. George Basin are strongly influenced by

the weakest mean flows, even those that are at or below the threshold of

conventional current meters.
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7. CONCLUSIONS

7.1. North Aleutian Shelf Studies

Dissolved methane, tidally-fluxed from Port Moller, was used as a

quasi-conservative tracer of circulation along the North Aleutian Shelf.

Three separate observational periods were covered, August 1980, February

1981, and May, 1981. The distribution of dissolved methane along the coast

was described using a two dimensional diffusion-advection model, which

included a term for biological oxidation and sea-to-air exchange.

The results of the modeling effort predicted mean velocities along the

shelf (z<50 m) of 3-6 cm/s. These estimates represent mean velocities over

the scale length of the tracer, or about two months. Short term variations

in the velocity field (i.e. storm surges) were not detected by the tracer as

the characteristic time scale is much shorter than one month.

The seasonal distributions of methane clearly showed the importance of

bottom bathymetry and horizontal shear. The model was modified to partially

account for bathymetry, but not for a variable u and k. The inner front,

located at about 50 m, separates the well mixed shelf water from the seasonal-

ly stratified offshore water. Both salinity and methane distributions

showed clearly the location of the front, but because the cross frontal

gradients were weak, it was impossible to quantify the significance of the

front relative to offshore transport. Because of these factors the model

fits were not good, but parametric analysis demonstrated that the mean

velocity is certainly within the above-stated range.

The model included a variable horizontal eddy diffusivity, Ky, which

was scaled to the Lagrangian distance, ut. From our analysis, it appears

that the empirical relationships presented by Okubo, 1971, are valid for Ky.

Ky varied from about 2 x 10[superscript]5cm²/s to 2 x 10[superscript]6 cm² /s, depending on the size of
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the plume. For smaller sources, such as an oil spill, the horizontal eddy

diffusivities would be correspondingly smaller.

7.2. St. George Basin Studies

St. George Basin is a fault graben located on the outer continental

shelf of the southeastern Bering Sea and is a potential lease area for gas

and oil development. First observed in 1975 and again in 1976, the organic-

rich sediments of the basin represent a significant source of biogenic

methane, which could be used as a Lagrangian tracer of mean circulation. To

accomplish this, however, a much tighter observational grid was implemented

and a series of seasonal observations was conducted in August 1980,

February 1981, and May 1981.

The distribution of dissolved methane in the lower boundary layer was

simulated using a two-dimensional diffusion-advection model like the one

used for the North Aleutian Shelf. It differed, however, in that no air-sea

evasion term was included. The results of the modeling indicated that the

mean velocity was 1-2 cm/s and independent of season. These velocities are

quite low and are in complete agreement with the measured currents. The

above velocities may be an over estimate, because diffusion in the x-direc-

tion was not explicitly included in the model. Consequently, the inclusion

of anisentropic mixing could result in the same distribution as was modeled

with a variable K[subscript]y and constant u. There is some basis for this belief as

mixing along shelf is isopycnal in contrast to mixing across shelf which is

not. In either event, the mean velocities are low, which is supported by

current meter measurements and the accumulation of fine-grained sediments.
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I. Abstract. This report discusses the results of an extensive study of the

geomorphology, sedimentology, and oil spill vulnerability of the outer

Kenai Peninsula and Montague Island shorelines. Major emphasis is

placed on the application of an Oil Spill Vulnerability Index (O.S.V.I.).

Large segments of the shoreline are high risk environments with respect

to oil spill residence time. Nearly 60% of the study area falls into

O.S.V.I. classes 6-10, which indicates any oil spilled would have resi-

dence times from one to more than ten years. The remaining 40% of

shoreline falls into classes 1-5, which are considerably lower risk

areas. Any oil spilled in these environments would be cleaned by

natural processes quite rapidly.

II. Task Objectives. This project falls under Task D-4 which is to: evaluate

present rates of change in coastal morphology, with particular emphasis on

rates and patterns of man-induced changes, and locate areas where coastal

morphology is likely to be changed by man's activities, if any. The rela-

tive susceptibility of different coastal areas will be evaluated,

especially with regard to potential oil spill impacts.

III. Field and Laboratory Activities. Included in the body of this report.

IV. Results. The results have been summarized in the text of this report as

well as on the set of basemaps included in the Appendix. The original

set of basemaps is being sent under separate cover.

V. Preliminary Interpretations. Does not apply.

VI. Auxiliary Material. Original set of 31 U.S.G.S. Quadrangle maps with the

number coded Oil Spill Vulnerability Index.

VII. Problems Encountered. None.

425





INTRODUCTION

This report contains the results of an extensive field and laboratory

study of the coastal region from the westernmost tip of Kenai Peninsula to

Montague Island, approximately 2157 km of shoreline (Fig. 1).. The purpose

of the investigation was to describe the morphology and sedimentology of

the coastline and delineate the vulnerability of the area to massive oil

spills. This work was done to aid any agency charged with the responsi-

bility of handling a massive crude oil spill in the region. The major em-

phasis of this report is placed on the application of the Oil Spill Vulnera-

bility Index (O.S.V.I.) to the study area. The O.S.V.I. is a scale which

rates a particular type of shoreline's vulnerability to oil based on the

residence time of oil in that particular environment. The O.S.V.I. ranges

from 1, for coastlines having the lowest vulnerability, to 10 for coast-

lines that are the most vulnerable to oil spills (see section on Oil Spill

Vulnerability).

Included with this report are 31 standard United States Geological Sur-

vey Quadrangle Maps with O.S.V.I. classes labelled for the entire study area.

Reductions of these maps are found in Appendix I. Also included in the Ap-

pendices are a list of all survey stations visited and the tasks completed,

reproductions of all beach profiles run, and summary statistics on all grain

size analysis.

This is our final report for the project entitled "Oil Spill Vulnera-

bility, Coastal Morphology and Sedimentation of the Outer Kenai Peninsula

and Montague Island."
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Figure 1. Map showing the location of the 100 stations
monitored for this report along the outer Kenai Penin-
sula and Montague Island. Every 10th station is num-
bered. The index map (upper left) shows the relative
location of the study area within southeastern Alaska.
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GEOMORPHIC SETTING

General

The study area consists of 2157 km of shoreline bordering the Gulf

of Alaska and Prince William Sound in south-central Alaska (Fig. 1). The

area extends northeast from Elizabeth Island at the mouth of Cook Inlet

to Hinchenbrook Pass and includes: (a) the southern part of the Kenai

Peninsula coastline fronting the Gulf of Alaska; (b) the coastlines of

Bainbridge, Evans, Elrington, Fleming, and Latouche Islands in the south-

eastern tip of the outer Kenai Peninsula; and (c) Montague and Green Is-

lands coastlines in the southwestern part of Prince William Sound. Resur-

rection Bay and the town of Seward provide a precise geographic center

for the area of investigation, dividing it into two halves of almost equal

shoreline length. Seward is the only town in the study area with a year-

round populace. The entire region is largely pristine and incredibly

beautiful with only a minimal man-induced impact of the environment.

Outer Kenai Peninsula

The Kenai Peninsula is divided into two major physiographic units.

The northern half of the peninsula is a region of rolling lowlands that

border Cook Inlet. The southern or seaward-facing portion of the penin-

sula is comprised of the rugged Kenai-Chugach Mountains. The Kenai Moun-

tains are underlain by rocks of Mesozoic age and form a ria type shore-

line made up of deep embayments flanked by sheer rock cliffs. This sec-

tion of the coast comprises roughly four-fifths of the study area. The

region is cut extensively by streams and several large glaciers whose re-

lated moraines and outwash features are relatively abundant.
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High segments of the Kenai-Chugach Mountains are dominated by east-

trending ridges, 2,100 to 4,000 m high. Lower segments consist of discrete

massive mountains from 1,000 to 1,800 m high, separated by a system of val-

leys and passes 1 to 2 km wide that have eroded along joints and bedding

planes (Wahrhaftig, 1965). Such jointing and bedding patterns can play an

important role in the bedrock control of shoreline orientation. The entire

mountain range has been heavily glaciated. Many areas along the outer Kenai

Peninsula are dominated by horns, aretes, cirques and U-shaped valleys.

Southwestern Prince William Sound

Montague Island is the largest and most southerly of five long narrow

islands that trend northeast across the south side of Prince William Sound

(Fig. 1). The island, which is 82 km long by 6 to 20 km wide, consists of

a mountainous backbone ridge with an average summit altitude of 730 m and

a maximum altitude of 866 m (Plafker, 1971). The other four islands,

Latouche, Elrington, Evans, and Bainbridge, vary from 18 to 26 km in length

and 2.5 to 7.2 km in width. They are also topographically lower with

average summit elevations of roughly 300 m.

Bainbridge, Evans and Elrington Islands all have highly irregular

shorelines dominated by large, deep, fjord-type embayments. The islands

are separated by long, narrow, quiet water passages typical of a ria type

of coastline. Montague and Latouche Islands display similar trends in

coastal morphology. Both islands are more regular in outline with a domi-

nance of erosional coastal features on their eastern shorelines. High

vertical bedrock scarps and wave-cut platforms are especially prominent

on the eastern and southern shorelines of Montague Island. Shallow, quiet

water coves, small bays, tidal flats and fine- to coarse-grained sand beaches

typify the more depositional western shorelines of Montague and LaTouche

Islands. Unlike the outer Kenai Peninsula, the shorelines of these five
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mountainous islands have only a very minor contribution from glacially

derived sediments. The dominant control on the shoreline morphology of

the Prince William Sound Islands is the active tectonic uplift in the

area.

TECTONIC SETTING

Regional

The entire study area is underlain by rocks that are part of an ex-

tensive arcuate belt of thick Mesozoic and Tertiary marine deposits that

extend through the Chugach-Kenai-Kodiak Mountains (Fig. 2). In terms of

their tectonic settings, the outer Kenai Peninsula and Montague Island

shorelines are examples of young mountain range coasts (Hayes, 1964), or

continental collision coasts (Inman and Nordstrom, 1971; Davies, 1973).

Rapid tectonic uplift related to Cenozoic orogenic activity typifies

this type of shoreline. The coastline is characterized by high rugged

cliffs and a narrow continental shelf.

The outer Kenai Peninsula and Prince William Sound areas have under-

gone tectonic change for millions of years. Broad areas of wave-cut

platforms in the eastern half of the study area (uplift) and numerous

drowned glacial valleys (downwarp) in the western part are common. It is

obvious that tectonics plays a major role in the formation and modifica-

tion of the island and peninsular shorelines both in the long-term geologic

sense and on a much shorter historical time scale.

Earthquake Activity

Sudden, often violent, earthquake activity is associated with con-

tinental collision coasts and can exert a strong influence on local mor-

phology and shoreline orientation. This fact was documented within the

study area by the sudden tectonic movements, both vertical and horizontal,
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Figure 2. Structural setting and tectonic framework of the
Kenai Peninsula and Montague Island within the southern
Alaska island arc system (King, 1969; modified from Jones
and Clark, 1973).
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associated with the 1964 Good Friday Earthquake. Regional deformation

produced by this earthquake occurred over an area of at least 112,000

square kilometers in south central Alaska from Kodiak Island to Prince

William Sound. The study area for this report lies entirely within this

area. Evidence of this tectonic activity is a major zone of uplift to

the northeast of Day Harbor (Fig. 3) and a major zone of subsidence to

the southwest of Day Harbor.

The zone of subsidence includes most of Kodiak Island, Cook Inlet and

roughly four-fifths of the outer Kenai Peninsula. The axis of maximum

subsidence within this zone trends northeast along the crest of the Ko-

diak-Kenai-Chugach Mountains intersecting the study area along the western

margin of Nuka Island (Fig. 3). A maximum downwarp of 2.3 m was recorded

on the southwest coast of the Kenai Peninsula (Plafker, 1971). Montague

Island lies within the 1964 earthquake focal region and is along the axis

of maximum tectonic uplift (Fig. 3). Surface faulting and regional warp-

ing produced by the earthquake elevated the southwestern end of the island

by as much as 11.5 m (Plafker, 1971). Southwest of Montague Island, the

nearshore shelf may have been uplifted more than 15 m based on pre- and

post-earthquake bottom soundings (Malloy and Merrill, 1971).

Kenai Peninsula and Montague Island have undergone tectonic change

(both uplift and submergence) for millions of years. Geologic data (Plaf-

ker, 1966) indicates that the 1964 earthquake-related movements were but

the most recent pulse in an episode of deformation that probably began in

late Pliocene time and continued intermittently to the present.
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Figure 3. Regional setting of the Kenai Peninsula and Montague
Island with respect to tectonic deformation and seismicity
that accompanied the March 27 "Good Friday" earthquake, 1964.
Note that the axis of maximum uplift parallels the eastern
shoreline of Montague Islandwhile the axis of subsidence
intersects the study area at Nuka Passage (stations 17-18; see
Fig. 1 for locations). (From Plafker, 1966).
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GEOLOGIC SETTING

Regional

The Kenai Peninsula and western Prince William Sound Islands are lo-

cated within the central margin of the continuous Kodiak-Kenai-Chugach

mountain belt (Fig. 2). The Kenai-Chugach Mountains are composed chiefly

of dark-gray metasandstone, slate and argillite of Mesozoic and Tertiary

age (Plafker, 1966; Wahrhaftig, 1966). The main mass of the mountains is

primarily Jurassic and Cretaceous bedded rocks with a narrow, discon-

tinuously exposed section of older rocks along the northern flanks (Clark,

1972). Almost all of the rocks in the Kenai Mountains are mildly metamor-

phosed and cut in a few places along the southern peninsular coast by

granitoid masses. Montague and other Prince William Sound islands con-

tain large bodies of greenstone in association with the argillite and grey-

wacke.

Lithologies

The geologic units in the Kenai Peninsula and Prince William Sound areas

shown in Figure 2 include: 1) the Valdez Group, a sequence of eugeosyn-

clinal rocks that comprise the vast majority of the outer Kenai Peninsula;

2) the Orca Group, a sequence of early Tertiary age rocks which can be di-

vided into a lower volcanic unit and an upper sedimentary unit (Case et al.,

1966). Elrington, Evans, Latouche, Green, Montague and the eastern half

of Bainbridge Islands are all comprised of rocks from the Orca Group (Fig. 2).

These rocks are faulted into contact with the Valdez Group of the outer

Kenai Peninsula along a north-south line that divides Bainbridge Island

into two halves (Fig. 4); 3) bodies of intrusive granitic rocks found within

the Valdez Group along the outer Kenai Peninsula in the vicinity of Granite

Island (Figs. 2 and 4); 4) unconsolidated sediments and marine deposits

of Quaternary age. These are the sediments that comprise the beaches, spits,
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Figure 4. Idealized vertical section through Kenai Peninsula and
Montague Island showing selected rock units and structural features
of south central Alaska. Note that the structural-tectonic setting
is dominated by the subduction of oceanic crust beneath the over-
riding continental rocks (collision coast). (After P. B. King,
1969; modified from Plafker, 1966).
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and other depositional features in the study area. A more detailed des-

cription of the lithologies within these units is given below.

Valdez group. - A thick unit of metasandstone (mostly metagreywacke),

metasiltstone, and argillite is exposed over four-fifths of the outer Kenai

Peninsula (Clark, 1972). Those rocks are part of a belt that extends more

than 600 km through the Kenai-Chugach-Kodiak Mountains (Payne, 1955; Burk,

1965; Moore, 1971). The sequence is characterized by thin to thick beds

of light-grey or tan, poorly-sorted sandstone of greywacke type interbedded

by dark-grey to black argillite and slate (Case et al., 1966). The Valdez

Group is a widespread flysch sequence that in some areas retains sedimentary

features associated with turbidites (Clark, 1972).

Orca group. - The predominantly volcanic unit that forms the lower

part of the Orca Group crops out in a discontinuous belt within the study

area on Elrington, Evans and Bainbridge Islands (Fig. 5). This unit con-

sists of altered, green-black basaltic lava flows, pillow lavas, flow

breccias, and coarser textured diabase intrusives collectively termed

"greenstone" (Case et al., 1966). This volcanic unit is of Tertiary

(probably mid to late Eocene) age (Plafker and MacNeil, 1966).

The sedimentary unit that comprises the upper part of the Orca Group

includes the rocks that occur on all of Montague, Green and Latouche Is-

lands and most of Evans, Elrington and Bainbridge Islands (Fig. 5). The

sequence consists mainly of thin to thick beds of greywacke sandstone and

minor amounts of light-colored arkosic, carbonaceous, tuffaceous, cal-

careous and conglomeratic sandstones (Case et al., 1966). The unit is

distinguished from the Valdez Group by a more variable lithology and

slighter degree of metamorphism.
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Explanation for Figure 5.
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Figure 5. Generalized geologic map of the Prince William Sound
region, southeastern Alaska. Note the sharp break in bedrock
lithologies from the easternmost Kenai Peninsula (KJv) to Evans,
Elrington, Latouche and Montague Islands (Tov and Tos). The
nature and composition of bedrock can play a very important role
in shoreline orientation and morphology (From Case et al., 1966)
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Intrusives. - Granitic rocks intrude the Valdez Group within the study

area in the vicinity of Granite Island (Fig. 2). The intrusive rocks are

highly resistant to weathering and marine erosion, producing highly irregu-

lar trends in shoreline orientation. These rocks consist mainly of pinkish-

gray biotite granite and quartz diorite (Clark, 1972).

Unconsolidated sediments. - Flat lying fluvial, glacial and marine de-

posits of gravel, sand and mud overlie the Mesozoic and Tertiary rocks in

the study area. These sediments comprise all the depositional features dis-

cussed in this report.

Bedrock Influences on Shoreline Morphology

The structure and lithology of the bedrock along a section of shoreline

can play a major role in the weathering patterns and orientation of the

coast. In their study of Kodiak Island, Ruby et al. (1979) made the fol-

lowing observations on the bedrock compositional and structural control of

beach morphology:

Highly bedded rock types like slates and shales can form a
variety of scarp configurations, dependent on the dip of the
bedding planes. Where bedding planes are nearly horizontal,
the scarps will be very irregular and wave-cut platforms will
be quite flat and uniform. If the bedding planes are near
vertical, the scarps will be uniform and wall-like, broken
and displaced by fracture and fault patterns, while associated
wave-cut platforms will be very irregular containing numerous
tidal pools. Bedding planes dipping from near vertical to
about 50 or 60° will often result in a dip-slope scarp. These
scarps are flat and slope downward at the angle of dip of the
bedding. Dips from 50° to about 20° will usually result in an
irregular scarp and an irregular wave-cut platform.

Bedded rock types yield platy fragments to the beachface. Thus,
gravels, cobbles and boulders will generally be flat regardless
of their degree of rounding. Very well rounded gravels will
look like discs and are referred to as discoidal gravels.

Unbedded rock species like quartz diorite have a more uniform
strength and thus the shape of scarps and wave-cut platforms
becomes a function of fracture and fault patterns in the rock
rather than their own internal structure. The scarps usually
appear rather massive and rather steep. The wave-cut platforms
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at their base are moderately uniform with undulatory surfaces
and scattered tidal pools. Gravels and boulders of this rock
type will usually be equant in shape regardless of the degree
of rounding. Well rounded gravels will be spherical,

Slate and quartz diorite are two end members of rock species
which control scarp and platform shapes as well as gravel shapes,
Most other rock types will fall behaviorally somewhere between
them. Thus, scarps, platforms and beach sediment can take an
extremely wide variety of shapes.

OCEANOGRAPHIC AND METEOROLOGIC SETTING

Tides

The Kenai Peninsula to Montague Island coastline has semi-diurnal tides

with a strong diurnal component. Mean tidal ranges, recorded in the Cli-

matic Atlas of the Outer Continental Shelf Waters and Coastal Regions of

Alaska, Volume 1 (1977), vary from 2.4 meters at the eastern limit of

the study area (Patton Bay, Montague Island) to 3.2 meters at the western

limit of the study area (Picnic Harbor, Rocky Bay). There is some ampli-

fication of tidal ranges within the embayments, but this is limited due

to the relative deepness of most of the fjords,

Wind and Wave Regime

The positioning of two major fronts, the Pacific Polar and Pacific

Arctic fronts, largely govern the wind patterns and resultant wave energy

flux of southeastern Alaska (Hayes et al., 1976), The high frequency and

intensity of storms produced by both of these fronts make the maritime,

region of the Gulf of Alaska the most severe cyclogenetic region (during

winter) in the Northern Hemisphere (Petterssen, 1969). During the sum-

mer, cyclonic activity decreases markedly, and storms are of less intensity.

Wind and wave data taken from the 1970 Survey of Synoptic Meteorological

Observations (SSMO) and the Climatic Atlas of the Outer Continental Shelf

Waters and Coastal Regions of Alaska, Volume I (1977) indicate a prevailing
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and predominant wind frequency distribution out of both the east and

west (Fig. 6). The average wind regime for the Gulf of Alaska over a

seven year period from 1963 to 1970 demonstrates that both dominant and

prevailing winds are aligned with the general trend of the shoreline

(Nummedal and Stephens, 1976). In some instances, fjords generate local

wind systems, especially near their heads. They are usually backed by

relatively high mountains which can generate catabatic winds which blow

downslope toward the mouth of the fjord.

The combination of wind frequency distribution with observed wave

heights and periods (SSMO data) provides a wave energy flux value which

can be directly related to longshore sediment transport rates (Coastal

Engineering Research Center, 1973). The resultant wave energy flux vec-

tor for the study area (Seward data square) points northeast. The di-

rection of this vector should correspond to the direction of net coarse

sediment transport on adjacent exposed beaches. In the Gulf of Alaska,

calculations show a convergence of wave energy toward Montague Island

and Prince William Sound (Nummedal and Stephens, 1976). The Seward data

square contains the highest average annual wave energy flux value among

those computed for the Gulf of Alaska (Nummedal and Stephens, 1978).

These values range from 1.5 to 5.7 x 10[superscript]10 ergs/m sec (Fig. 6).

Ocean bathymetry rapidly deepens off the coastline within both the

Gulf of Alaska and the numerous fjords along the outer coast of the Kenai

Peninsula. Depths of 120 to 300 m are common within one kilometer of the

shoreline. There is tremendous variability in relative wave energy from

one area to another. This is due to the variable fetch distance as well

as the orientation of the shoreline with respect to incoming waves.

442



Figure 6. Wind frequency and wave energy flux distributions
taken from SSMO data (1970) for the Seward square in south-
eastern Alaska. Note the difference of winds out of the
east and west and resultant wave energy flux (from Nummedal
and Stephen, 1976).
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In general, there is a uniform decrease in wave energy as the fjord

heads are approached. The exposed shorelines usually have well developed

high depositional berms indicative of frequent large storm waves. The

more protected fjords have much lower, generally vegetated berms, indica-

tive of lower wave energy. Many of the fjords, as well as the other numer-

ous protected areas on the outer Kenai coastline, have exceptionally low

wave energy at their heads.

METHODOLOGY

In order to survey large sections of coastline in a reasonable

amount of time, a modified zonal method of field study was utilized.

The zonal method was developed by the Coastal Research Division at the

University of South Carolina (Hayes et al., 1976). Essentially, the me-

thod has the following steps:

1. Preceding field work, aerial photographs, maps and charts of

the area and pertinent literature are studied,

2. Field work is begun by an aerial reconnaissance of the study area

during which:

a. Detailed oblique aerial photos are taken using both color and

infra-red film.

b. Coastal morphologic features such as beaches, cuspate spits,

bedrock cliffs, etc., are mapped on 1:63,360 topographic maps.

c. Changes in coastal geomorphology, which have taken place since

the original topographic mapping, are added to the base maps.

d. A detailed description of the general geomorphology and sediments

is recorded verbally on tape.
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3. Based upon observations made during the aerial reconnaissance,

equally spaced survey stations are chosen for more detailed work. For

the present study, a 20 km interval was selected.

4. For the remainder of the field work, each station is photographed

in detail from the air and, where feasible, visited on the ground.

5. At most of the ground stations, the following is done:

a. A transit line of the active beach zone is made to delineate

beach morphology. These profiles are plotted by computer.

b. Sediment samples are taken using a 10 cm coring tube in the

upper, mid and lower beachface.

c. A field sketch of each site is made to show surrounding geo-

morphology and geology and to aid the field observer's per-

ception.

d. Ground photos of the profile site and sediments are taken.

e. A tape-recorded description of the site and its surrounding

geology, geomorphology, sediments and marine processes is made.

6. Oil spill vulnerability classes are recorded on 1:63,360 topogra-

phic maps. This is done in the field to allow questionable areas to be

rechecked.

Standard laboratory techniques (settling tube and Ro-tap) are used

for determination of the textural qualities of sediment samples collected

in the field. All samples are analyzed for composition, grain size, sort-

ing, skewness and kurtosis. The beach profiles are computer plotted and

studied to help determine the morphology of the beaches. Aerial and ground

photographs are reviewed and catalogued. In many instances, where taking

samples is impractical due to the large size of the material, photographs

are taken of the sediment (i.e., boulders). Grain size and other textural

properties are then determined from the photographs..
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COASTAL MORPHOLOGY

General

The Kenai Peninsula to Montague Island coastal region is an extremely

diverse area that is strongly influenced by tectonic activity, marine

processes and glaciation. Recent tectonic activity has resulted in the

study area being divided into distinct morphologic zones. The coastline

west of Day Harbor to the western tip of Kenai Peninsula (approximately

1180 km of shoreline or 55% of the total study area) shows dramatic evi-

dence of submergence (Fig. 3). The dominant features in this region are

high vertical scarps cut into bedrock which are often fronted by narrow

gravel and boulder beaches. There are also numerous pocket beaches located

in small (less than 1 to 2 km) indentations in the scarps. Other indica-

tors of submergence found west of Day Harbor are: 1) wave-cut notches into

bedrock; 2) dead tree lines along beaches backed by forests; and 3) sub-

tidal bedrock platforms. East of Day Harbor, the coastline shows strong

evidence of uplift, especially in the Montague Island area. This 880 km

stretch of shoreline (41% of the study area) is characterized by uplifted

wave-cut platforms, stranded gravel beaches and infilled lagoons.

The coastline is strongly affected by the wave regime. Areas that

are exposed to the open ocean or have a large fetch fronting them are

subjected to relatively large waves. These exposed areas typically have

high vertical bedrock cliffs (often greater than 100 to 200 m). In more

sheltered areas, bedrock scarps tend to have low relief. Sheltered or

protected areas have more depositional features such as wide sand and

gravel beaches, stream mouth deltas, tidal flats and salt marshes.

Glacial activity has also influenced the coastal morphology. Exten-

sive Pleistocene glaciation cut deep fjords that dominate much of the

study area. Present glacial activity, although very limited, locally
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supplies a great deal of sediment, forming deltas, tidal flats and large

bayhead beaches.

Due to the processes discussed above, the coastline along the outer

Kenai Peninsula and Montague Island is dominated by four main morphologic

types (Table 1). These include: 1) exposed bedrock shorelines; 2) shel-

tered bedrock shorelines; 3) beaches; and 4) river mouth delta-tidal flats

and salt marsh systems (Table 1). In the following section, each one of

these environments and their subenvironments will be discussed and typical

examples given.

Exposed Bedrock Shorelines

Bedrock cliffs. - Exposed bedrock cliffs comprise 678 km (31%) of the

shoreline. They are most abundant in the western portion of the study

area where maximum submergence has occurred. The cliffs range in height

from a few to over 250 meters (Fig. 7). Generally, bedrock cliffs directly

exposed to large waves have maximum relief. In high energy areas, the

cliffs are often fronted by sea stacks and large talus slopes (Fig. 7).

Exposed bedrock cliffs in emergent areas may have narrow boulder beaches

at their base.

Exposed bedrock cliffs are subjected to wave attack, even at low tide.

Consequently, these features will clean themselves in the event of an oil

spill within a few weeks. In addition, waves reflect off the vertical

scarps and tend to "push" floating oil away from the rocks. Therefore,

any oil that may be spilled in a coastal area composed of exposed bedrock

cliffs would not remain there for very long. These environments are as-

signed an O.S.V.I. value of 1, the lowest class (see section on Oil Spill

Vulnerability).
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Figure 7. Typical examples of exposed bedrock cliffs. These features are
very common within the study area and display extreme variability in
slope and relief. The near vertical bedrock cliff shown above (Sta.
KNP-39, Granite Island) is over 250 m high. The more gently sloping bed-
rock cliff at Harrington Point (following page, top) has a relief of
only 5-10 meters. In uplifted areas, sediment from avalanche fans and
talus slopes form narrow boulder, cobble beaches at the base of the cliff
(following page, bottom). Bedrock cliffs are directly exposed to high
wave energy. Thus, they are assigned an O.S.V.I. of 1, the lowest class.
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Examples of exposed bedrock cliffs are survey station numbers: KNP1,

3, 10, 14, 18, 20, 23, 24, 29, 30, 31, 32, 33, 35, 38, 39, 40, 42, 44, 45,

46, 47, 48, 49, 51, 42, 53, 54, 55, 58, 60, 62, 63, 67, 69, and 84.

Wave-cut platforms. - Wave-cut platforms constitute 212 km (10%) of

the study area, being most abundant in locations that have undergone maxi-

mum emergence (i.e., Montague Island). Very often, these features are

backed by erosional scarps that were uplifted out of wave action. The

wave-cut platforms are composed almost entirely of bedrock, but may have

a scattering of very coarse, angular gravel and boulders (Fig. 8).

Wave-cut platforms have abundant intertidal life that would suffer

from the initial impact of a massive oil spill. Despite this, they are

assigned an O.S.V.I. value of 2. Exposure to wave attack causes any oil

that may impact one of these areas to be removed relatively quickly. As

the O.S.V.I. is based on residence time of the oil, exposed wave-cut plat-

forms are given a low classification.

Examples are survey stations KNP-9, 77, 80, 83, 85, 88, 89, and 90.

Sheltered Bedrock Shorelines

Bedrock cliffs found in sheltered areas (locations that have little

or no wave activity) comprise 528 km (25%) of the study area. These

scarps typically have an average relief of less than 5 to 10 meters, but

may be backed by relatively high, steep vegetated slopes (Fig. 9). Narrow

gravel beaches (less than 10 m wide) are often found at the base of the scarps,

especially in uplifted areas (Fig. 9). Sheltered rocky shorelines, un-

like exposed bedrock shorelines, are assigned a high O.S.V.I. Lack of

significant wave energy reduces natural cleansing processes, and any oil

that may impact the area would remain for a long period of time. In

addition, the relatively coarse nature of the beach sediments often
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Figure 8. The southwestern end of Montague Island is one of the best
examples of an uplifted wave cut platform (above). The features are
backed by erosional scarps and composed almost entirely of bedrock.
However, they may have a thin, discontinuous scattering of angular
gravel and bedrock (following page, top). Rock platforms of this

type generally have quite low oil residence times due to their imper-
meable character and high wave energy. However, as shown in the
sketch of station KNP-9 (following page, bottom), the coarse beach
face is more sensitive to oil spill impact where a heavy intertidal
biota coats the bedrock.

452



453



Figure 9. Sheltered bedrock cliffs are found in areas of little
or no wave energy and typically have an average relief of only
5-10 m. They are often backed by a steep vegetated slope (Sta.
KNP-73, above) or fronted by a narrow gravel beach (KNP-68, below).



associated with these features allows oil to penetrate the substrate,

increasing oil retention. The diverse and abundant intertidal life that

characterizes these areas would be severely damaged by oil impact. Shel-

tered bedrock shorelines have an O.S.V.I. of 8.

Examples are survey stations KNP-8, 12, 16, 21, 65, 68 and 72.

Beaches

In total, beach environments comprise 556 km (26%) of the shoreline.

There are five morphologically distinct types of beaches commonly found

within the study area. They are discussed separately below.

Continuous linear beaches. - These features are extremely common and

are the most abundant type of beach in emergent areas. Continuous linear beaches

are found fronting sheltered bedrock scarps, glacial till deposits and

even high energy exposed scarps in uplifted areas. They normally are

narrow, less than 5 to 10 meters wide, but may extend laterally for sev-

eral kilometers (Fig. 10). Sediment sizes range from gravel in sheltered

areas to cobbles and boulders in exposed areas. Continuous linear beaches

are assigned O.S.V.I. values of 4, 6, or 7, depending on the texture of the

beach. A 4 is assigned to pure sand beaches, 6 to mixed sand and gravel

beaches, and 7 to pure gravel beaches. Higher O.S.V.I. values with in-

creasing grain size is due to the relative permeability of the sediments.

Normally, coarser sediments have higher permeabilities, increasing the

residence time of oil and the O.S.V.I.

Examples are KNP-4, 9, 61, 70, 75, 78 and 79.

Pocket beaches. - Pocket beaches are ubiquitous in the study area,

being found in both exposed and sheltered environments. They normally

are located in small indentations in the shoreline and are bounded on

either end by bedrock scarps (Fig. 11). Sediments are locally derived
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Figure 10. Continuous linear beaches are most common in the uplifted

portions of the study area and are found fronting both sheltered and

high energy bedrock scarps and glacial till deposits. As shown above,

these beaches are normally 5-10 m wide, but may extend laterally for

several kilometers. Sediments range from gravel to cobbles and

boulders, and are typically angular to subangular (KNP-39, following

page, top). The beach profile is narrow and relatively featureless

(KNP-79, following page, bottom). Most gravel beaches of this type
are classified as O.S.V.I. values 6-8, depending on sediment size

and wave energy.
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Figure 11. The small pocket beach shown above (Sta. KNP-5)
is typical of those found throughout the study area. The
sediments are immature and composed of coarse-sand and gra-
vel (KNP-19, below). The sketch and beach profile from
Station KNP-13 (following page) shows the narrow, steep na-
ture of the beachface.
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from eroding bedrock; consequently, the material is immature and composed

of relatively coarse sand and medium gravels.

Pocket beaches are relatively vulnerable to oil spills. The sediment

composing these beaches is permeable, allowing oil to penetrate into the

substrate. Assigned O.S.V.I. values are 4, 6, and 7.

Examples are survey stations KNP-5, 7, 13, 15 and 19.

Bayhead beaches. - These beaches are commonly found at the heads of

many of the shoreline embayments. They are arcuate-shaped features that

are relatively wide (30 to 50 meters) and long (Fig. 12). Sediments are

mostly sand and gravel. Bayhead beaches are moderately vulnerable to oil

spills, again, due to their relatively high permeability, allowing oil to

penetrate the substrate. Assigned O.S.V.I. values are 4, 6, or 7.

Examples are survey stations KNP-41, 56, 59 and 64.

Spits. - Two types of spits are occasionally found in the study area.

Cuspate spits (Fig. 13) are found in the numerous passageways between

islands. Recurved spits are rare, but are typically found at the en-

trance to lagoons (Fig. 14). Both cuspate and recurved spit beaches

are composed of sand and gravel. O.S.V.I. values are 4, 6 or 7.

Examples of the cuspate spits are survey stations KNP-2, 17, 25b,

and 100.

Examples of recurved spits are survey stations KNP28, 36 and 43.

Uplifted beaches. - Uplifted beaches are common in the eastern portion

of the study area, especially around Montague Island. These beaches often

have large depositional berms, now above the reach of wave activity, in-

filled lagoons, cutoff inlets and wide flat areas between the uplifted

berm and the active beach system (Fig. 15). O.S.V.I. values depend on

the presently active beach system fronting the uplifted beaches, but nor-

mally are 4, 6 or 7.
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Figure 12. The bayhead beach shown above is typical of
those found at the heads of the larger embayments in the
study area. They are generally narrow, arcuate in shape
and backed by open lagoons. Beach sediments are usually
sand and gravel. The strongly convex upward nature of
the beach profile is shown in the profile from station
KNP-59 (below).
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Figure 13. Profile station KNP-100 (above) and KNP-17 (below) are both
prime examples of cuspate spits. These depositional features are typi-
cally found in the narrow restricted passageways between islands. The
sketch and profile of station KNP-17 (following page) show the steep
sand and gravel beachface and flat, cobble low-tide terrace typical of
cuspate spits.
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Figure 14. Recurved spit located at profile station KNP-28. These
features are often found at the entrance to small open lagoons.
Beach sediments are composed of sand and gravel. Note the broad,
flat, cobble low-tide terrace at the recurved end of the spit.
These terraces are often covered with abundant intertidal life.
O.S.V.I. values range from 4-7 for recurved spit beaches.
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Figure 15. Profile station KNP-82 located at San Juan Bay on Montague
Island. The present day beach was produced by uplift from the 1964
Good Friday Earthquake. The low tree line running parallel to the
beach is the site of the pre-uplift depositional berm. Other fea-
tures produced by the sudden emergence of this area include infilled
lagoons and cutoff inlets (above and following page, top). A pro-
file of station KNP-82 was run from the pre-uplifted berm to the
present day beach, a distance of roughly 480 m (following page,
bottom).
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Examples are survey stations KNP-82, 86, 87, 91, 93, 94, 95, 96, 97,

98 and 99.

River Mouth Delta-Tidal Flat and Salt Marsh Systems

River mouth delta-tidal flat systems are primarily found in relatively

protected environments where small rivers intersect the coast. Due to the

continual influx of sediments from the rivers, wide intertidal areas are

formed (Fig. 16). They are dominantly composed of sand and fine gravel.

Intertidal life is abundant. The delta-tidal flat systems are occasionally

backed by fringing marshes. Approximately 81 km (4%) of the study area

is composed of these features.

Examples are survey stations KNP-6, 11, 22, 27, 34, 50, 66 and 76.

Tidal flats and salt marshes are also found independent of river mouth

deltas and comprise 101 km (5%) of the shoreline. These features are

found in protected or embayed areas that have very little wave energy

(Fig. 17). Consequently, the sediments are often fine-grained. Again,

intertidal life is abundant.

Examples are the northernmost embayment in Port Bainbridge and the

Port Chambers and Stockdale Harbor areas on the northwest side of Montague

Island.

Both the delta-tidal flat and salt marsh systems are highly vulnerable

to oil spills. Intertidal life can be severely damaged and, due to the

protected nature of these environments, oil may remain for extremely long

periods of time. These areas should be protected if at all possible. As-

signed O.S.V.I. values are 9 or 10. In some instances, if the sediment

size of the tidal flats is fine (silts and clays) and the wave or tidal

energy is relatively high, the environment is less vulnerable to oil spills.

Low permeability of the sediments prevents oil from penetrating the sub-

strate allowing waves and tidal currents to naturally clean the flats.
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Figure 16. River mouth delta-tidal flat systems are shown here at pro-
file stations KNP-22 (above) and KNP-50 (below). Tidal flats are
dominantly composed of sand and fine gravel and have wide, intertidal
areas with abundant biota. O.S.V.I. values are 9 or 10.
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Figure 17. Embayed tidal flats (above and below), located on northwestern
Montague Island. These features are found independent of river mouth
deltas in protected low-wave energy environments. Sediments are fine-
grained and intertidal life is abundant. O.S.V.I. values are 9 or 10.



In this case, the assigned O.S.V.I. value is 5.

OIL SPILL VULNERABILITY

Introduction

The major purpose of this study has been to supply baseline data re-

garding shoreline geomorphology and to indicate how that morphology may inter-

act with potential oil spills. Of primary importance is the ranking of coastal

environments with regard to the residence time of spilled contaminants.

Thus, the primary product of our research is a set of 31 standard U.S.G.S.

Quadrangle base maps at a 1:63,360 scale. These 31 topo sheets cover all

of the outer Kenai Peninsula and Montague Island. Each map classifies

the shoreline into 1 of 10 subclasses, described in this section. The

maps are reproduced at page size and are shown in Appendix I. The original

maps are submitted as an enclosure.

Our group has been studying oil spills and doing baseline analyses of

various coastal areas for about 5 years. There is currently available a

large number of publications dealing with specific spills (Blount, 1978;

Blount and Gundlach, 1977; Gundlach and Hayes, 1977; Gundlach, Fischer and

Stein, 1977; Gundlach, Ruby and Blount, 1977; Gundlach et al., 1977; Hayes

and Gundlach, 1975; Hayes et al., 1976; Ruby et al., 1977) as well as many

dealing specifically with our coastal work in parts of Alaska (Gundlach

et al., 1977; Hayes, Michel and Brown, 1977; Ruby and Hayes, 1978, Hayes

et al., 1976; Nummedal and Stephen, 1976; Nummedal, Stephen and Ruby, 1977;

Nummedal and Ruby, 1979; and a number of Annual and Progress Reports to

OCSEAP). These reports detail the controls that beach morphology, grain

size and incoming energy can have on oil spill behavior and longevity.

Several of the reports address the potential impacts of spills on various

Alaskan marine assemblages. These earlier results will not be repeated in

this report. They strongly support the concept that physical degradation

of spilled oil is directly related to the marine energy in the spill en-



vironment. There is an abundance of literature dealing with case studies

of the numerous major and minor oil spills that have taken place in the

coastal waters of the lower 48 states and around the world. Predictive

models for oil spill dispersal, spreading, bio-degradation and physical

degradation have been developed from these studies. The sub-arctic areas,

however, have been to a large extent omitted due to the difficulties in-

herent in any study of these environments and a general lack of actual oil

spills in these environments from which to base detailed case studies. The

Arrow oil spill in Chedabucto Bay, Nova Scotia, probably comes closest to

a comparative model for the sub-Arctic. However, the clean-up effort and

later studies (Owens, 1971; Owens and Drapeau, 1973; Owens, 1973; Drapeau,

1974; Owens and Rashid, 1976) made very little reference to the special

problems encountered as a result of the colder environment (i.e., oil on

ice and snow; ice-oil interaction with beach sediments; oil dispersal in

heavily iced environments, etc.). Our investigation of the Buzzards Bay

oil spill (Ruby et al., 1977) and the Ethyl H. spill in the frozen Hudson

River have given new insight into the effects of oil spills in ice-choked

waters.

Evaporation losses and biodegradation are slower in colder environ-

ments. Biodegradation can be reduced as much as 90% in water of 0° C when

compared to water of 25°C (Robertson et al. 1972). Isakson et al. (1975)

states that burning may be the only feasible method of cleaning oil spills in

iced areas; however, this may represent a trade of one type of pollution for

another. During the Buzzards Bay spill clean-up, burning was an effective

method for cleaning oil which was not accessible from the shore. Only a

small amount of particulate matter resulting from the fires was noticed.

Oil Spill Vulnerability Index

This scale has been devised on the basis of actual spill analysis and
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a careful study of the literature. It is based primarily on the residence

time of oil in each sub-environment, which is generally a function of the

intensity of the marine processes, sediment grain size and transport trends.

The biologic sensitivity has also been utilized to modify that ratings of

various environments.

Coastal environments are listed and discussed below in order of in-

creasing vulnerability to oil spills.

1. Straight rocky headlands:

Most areas of this type are exposed to maximum wave energy. Waves re-

flect off of the rocky scarps with great force, readily dispersing the oil.

In fact, waves reflecting off the scarps at high tide tend to generate a

surficial return flow that keeps the oil off the rocks (observed at the

Urquiola site in Spain and the Amoco Cadiz spill in France). Even if oiled,

natural cleaning will only require a few days or weeks. No human interven-

tion is necessary. They represent the largest single class within the study

area, 28.2%.

2. Wave-cut platforms:

These areas are also swept clean by wave action. All of the wave-cut

platforms at the Metula site were cleaned of oil after one year. The rate

of removal of the oil is a function of wave climate and the irregularity of

the platform. In general, no clean-up measures are needed for wave-cut

platforms. However, there are large biologic populations in these areas.

Most of this classification, 9.3% of the study area, occurs on Montague

Island in highly exposed, recently uplifted areas.

3. Flat, fine-grained sandy beaches:

Beaches of this type are generally flat and hard packed. Oil that is

emplaced on such beaches will not penetrate more than a few centimeters at

most. Usually the oil will be deposited on the surface of the sand where

it can be removed by elevated scrapers or other road grading machinery.



Furthermore, these types of beaches change slowly, so sand deposition and

resultant burial of oil will take place at a slow rate. If left to natural

processes, these beaches will be cleaned within several months. This type

of beach is very rare in the study area, representing only 0.8% of the

shoreline.

4. Steeper, medium to coarse-grained sandy beaches:

On these beaches, the depth of penetration would be greater than for

the fine-grained beaches (though still only a few centimeters), but rates

of burial of the oil would be greatly increased. Based on our earlier

studies, it is possible for oil to be buried as much as 50-100 cm within

a period of a few days on beaches of this class. In this situation, removal

of the oil becomes a serious problem, since removal of the oiled sediments

will often result in large scale erosion as the beach changes into a new

equilibrium state. This was a common problem encountered during the clean-

up of the Arrow spill in Chedabucto Bay, Nova Scotia (Owens and Rashid,

1976). Another problem is that burial of the oil preserves it for release

at a later date when the beach erodes as part of the natural beach cycle,

thus causing longer term pollution of the environment. This class repre-

sents only 1.5 % of the study area.

5. Impermeable exposed tidal flats:

One of the major surprises in the study of the Metula site was the dis-

covery that oil had not remained on the mud flats. At the Urquiola site,

oil was observed as it became refloated with rising tides on the mud flats.

Penetration of the oil is prevented by the extremely fine sediment size,

saturated with water. Therefore, if an oiled tidal flat is subject to winds

and currents, the oil will tend to be removed, although not at the rapid

rate encountered on exposed beaches. Mechanized cleanup is considered im-

possible. These are often areas of high biologic importance. These areas

are very rare in the study area due to a lack of fine sediment. They rep-



resent only 0.3% of the total study area.

6. Mixed sand and gravel beaches:

On beaches of this type, the oil may penetrate several centimeters,

and rates of burial are quite high (a few days in Spain). Any attempt to

remove the oiled sediment will result in considerable erosion. These beaches

occur primarily as pocket beaches between headlands or where till or glacial

deposits are being reworked by marine processes. The longevity of the oil

at the Metula site, particularly on the low-tide terraces and berm top areas,

attests to the high susceptibility of this type of beach to long-term oil

spill damage. Natural cleaning may require many years. This type of beach

is relatively common in the study area, representing 11.9%.

7. Gravel beaches:

Pure gravel beaches allow the oil to penetrate to considerable depth

(up to 45 cm in Spain). Furthermore, rapid burial is also possible. A

heavily-oiled gravel beach will be impossible to clean up without completely

removing the gravel. Natural cleaning will be quite slow for this type of

beach; the exact time required will depend on the intensity of the marine

processes. Pure gravel beaches are quite common in the study area repre-

senting almost 18.0% of the shoreline. They occur mostly as pocket beaches

and linear beaches fronting rock scarps. In some cases, they can be quite

long.

8. Sheltered rocky headlands:

Our experience in Spain indicates that oil tends to stick to rough rocky

surfaces. In the absence of abrasion by wave action, oil could remain on such

areas for years, with only chemical and biological processes left to degrade it.

These headlands usually have gravel beaches associated with them; therefore,

for the purposes of this study, sheltered gravel beaches are classified with

sheltered rocky headlands. They represent the second largest single class
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or 23.1% of the study area. Most of these areas are in the quiet water

passages and channels between Evans, Elrington and Bainbridge Islands and

in the fjords along the western Kenai Peninsula shoreline.

9. Protected tidal flats:

If oil reaches a quiet, protected tidal flat, it will remain there

for long periods because natural cleaning progresses at an extremely slow

rate. Because of the low intensity of marine process parameters, removal

of the oil will have to be accomplished by natural chemical and biogenic

processes. This will take many years, dependent on the amount of oil de-

posited. Because of their high biologic populations, these environments

are very sensitive to the toxic effects of oil. These areas are relatively

rare in the study area occurring only at fjord heads and at river mouth es-

tuaries. Protected tidal flats comprise 5.12% of the shoreline.

10. Protected salt marshes:

In sheltered salt marshes, oil from a spill may have long-term dele-

terious effects. We observed oil from the Metula on the salt marshes of

East Estuary, in the south shore of the Strait of Magellan,that had shown

essentially no change in 1½ years. We predict a life span of at least 10

years for that oil. These areas are extremely important biologically,

supporting large communities of organisms. These areas are generally

associated with the protected tidal flats (#9) and are also rare, rep-

resenting only 1.89% of the study area.

Applications to the Kenai Peninsula and Montague Island

Using the vulnerability classification just described, it is possible

to make a few generalizations regarding the Kenai area and its reaction

to potential oil spills. In general, the area is quite "high risk".

Nearly 60% of the shoreline falls in classes 6 - 10 (Table 2). These

classes will have a spill residence time of a year or two to more than 10
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TABLE 2. Oil Spill Vulnerability Index, Kenai Peninsula
and Montague Island



years. The remaining 40% of the shorelines fall into classes 1 - 5, which

are considerably lower risk areas where spilled oil would generally be ex-

pected to be cleaned by natural processes within a year.

Unfortunately, the study area is very complex and the higher risk areas

do not lend themselves well to being protected during a spill. In many in-

stances, a low-risk rock scarp will lie just seaward of a large embayment

with high-risk pure gravel beaches. The fact that the environments change

so frequently and rapidly along the shoreline makes the entire shoreline a

fairly high-risk area. The indented (fjord) character of the coast will

act as "oil traps" for floating oil. Oil will tend to be moved deeper into

the fjords rather than to be flushed out. In general, this will result in

an oiling of increasingly sensitive environments, since higher risk, lower

energy classes are located deeper in fjords and embayments.

Since the Oil Spill Vulnerability Index is based partly on the resi-

dence time of potential oil spills within each of the subenvironments, the

following guidelines are given:

OSVI Spill Residence Time

1 + 2 A few days to a few weeks

3 + 4 A month to six months

5 + 6 Six to 24 months

7 + 8 A year or two to as much as 8 years

9 + 10 Up to ten years

These figures are highly dependent on the wave energy during the spill and

partly dependent on the temperature. They can vary and are meant to be

estimates only. They give a relative indication of the residence time from

one environment to another.
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APPENDIX I

OIL SPILL VULNERABILITY

This section is prefaced by a table showing the percent
shoreline in each Oil Spill Vulnerability Index (O.S.V.I.)
class for each topographic sheet (1:63,360 scale) in the
study area. The total shoreline length in kilometers for
each map is given in the right-hand column of the table.
Following this are photographic reductions of all 31 topo-
graphic sheets, showing the number-coded O.S.V.I. class for
every section of coastline within the study area. The O.S.V.I.
number code is outlined in the text of this report.
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% Shoreline in Each Oil Spill Vulnerability Index Class (for each
1:63,360 topographic sheet).

































































APPENDIX II

SURVEY STATION LOCATIONS AND TASKS COMPLETED

This gives the exact locations (latitude and longitude) of
all 100 survey stations monitored for this study. The tasks
completed at each station (aerial reconnaissance, ground recon-
naissance, beach profile, and sediment analysis) are indicated
by asterisks.
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SURVEY STATION LOCATION AND TASKS COMPLETED
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APPENDIX III

BEACH PROFILES

Computer plots of the 28 survey stations that were profiled
for this report are given here. Profiles are at a 1:5 vertical
exaggeration.
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BEACH PROFILES

KENAI PENINSULA - MONTAGUE ISLAND

1979
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APPENDIX IV.

GRAIN SIZE STATISTICS

The results are shown of both sieve and settling
tube grain size analysis and later computer synthesis
for all sediment data collected. Samples were taken
along profile lines with the same designation shown in
Appendix III. Samples A, B and C were spaced 1/4, 1/2
and 3/4 the length of the profile lines, respectively.
This corresponds to the upper, mid and lower beachface.
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I. SUMMARY

In the last year of this OCS project, analysis of prior oceanographic

data from the Gulf of Alaska has continued with several new ideas and concepts

evolving. In addition to the continued treatment of archived OCS data, more

recent hydrographic and meteorological data gathered on other projects, are

being incorporated into the analysis. For example, two cruises in Fall

1980 occupied many of the stations in the OCS grid. These additional data

have provided new insights into the coastal circulation in the Gulf of Alaska.

In particular, an hypothesis has been developed that suggests that processes

affecting sea level in the estuaries can drive an alongshore coastal flow

and/or vice-versa. We have evidence of a closely-coupled Prince William

Sound - Alaska Coastal Current system which supports this idea. The time

scale for circulation responses in this system are of the order of hours

to days.

The major milestone of the past year's OCSEAP work is the determination

of a vast coastal fresh water discharge for Southeast and Southcoast Alaska,

which is slightly greater than the discharge from the Mississippi River.

This discharge is in the form of numerous small streams, not major rivers,

and thus has generally been overlooked as a major fresh water source. The

coastal current responds to this discharge on both an annual and inter-

annual basis. Wind stress also plays an important role in modifying this

coastal flow. The fresh water discharge is speculated to be an important

influence on the circulation of the Alaska Current and hence the circula-

tion of the North Pacific Ocean.
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II. INTRODUCTION

No new hydrographic data have been gathered during the past year under

sponsorship of OCS. Analysis of previous data has continued, however. This

recent work has resulted in three additional reviewed-journal papers on the

circulation of the Gulf of Alaska and its forcing mechanisms. A preprint

of the discussion of the fresh water discharge in the northeast Pacific is

included as the first appended report following this report.

The majority of the funds for the past year's research was allocated

to the continued satellite monitoring of Alaskan coastal waters. We have

achieved both the visible and IR data with many enhanced images. A list of

these data is included as Appendix I of the second appended report.

III. CURRENT STATE OF KNOWLEDGE

The most complete reference for the state of knowledge of the circula-

tion of the Gulf of Alaska is the "Review of the physical oceanography of the

northeast Gulf of Alaska, with emphasis on its implications to oil and gas

development," which was included as an appendix to the 1980 annual report

of RU289.

Within the past year, the research on this contract has evolved to a

level where the use of analytic models is appropriate. While no models have

been directly applied to our data, the general results of these models are

useful. For example, the analytic estuary-coastal current model of Klinck

et al. (1981) suggests that sea levels within an estuary and along the coast

are related. Thus, a mechanism for driving the circulation of either exists;

that is, a change in either will affect the other. These models allow us

to think more clearly about the importance of various processes on the coastal
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circulation. The models do not mimic the observations as numerical models

might do, but instead address the physics of the problem. The use of these

models is discussed in more detail in Section VI.

IV. STUDY AREA

Field work under this research unit has ranged over the continental

shelf of the southern Alaska coastline from Yakutat to Umiak Pass from the

coastline to tens of kilometers beyond the shelf break. The satellite data

collected for OCSEAP by this unit covers the entire Alaskan coastline from

the Beaufort Sea to Southeast. The analysis portion of the past year's work

has addressed the entire Gulf of Alaska region.

V. SERVICES, METHODS AND RATIONALE OF DATA COLLECTION

The primary data collection method used in previous years by this re-

search unit was the CTD/STD (salinity - temperature - depth) profile. Some

current meter and bottom pressure gauge deployments have also been under-

taken to supplement the hydrographic data. From the CTD/STD data, contour

maps of salinity, temperature, density and dynamic height were constructed.

The contours provide information on the direction and intensity of the flow.

The current meter measurements provide a means of "calibrating" the currents

obtained from the density fields. The sea level as measured at the coastline

by NOS (National Ocean Survey) stations was used in conjunction with the bot-

tom pressure data to determine changes in the slope of sea level between the

positions and hence provide a measure of current changes.
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The CTD/STD station positions were chosen by 1) a knowledge of the

spatial scales of the features to be measured and 2) requirements to continue

a time history of oceanographic parameters at a particular location. The

objective has been an improved understanding of changes in the oceanographic

parameters, spatially and temporally.

VI. RESULTS AND DISCUSSION

Remote Sensing Activities

During the last half year of the project until September 15, 1980 all

incoming NOAA-AVHRR satellite imagery has been monitored at the NOAA-NESS

CDA-Satellite Station at Gilmore. During this time, a total of 846 prints,

including 46 gray scale enhancements and 114 enlargements, made specifically

for us, were produced by the tracking station. This number also includes

copies of 142 enhancements originated by the Satellite Service Station in

Anchorage. The collection of satellite imagery is contained in 41 ring-

binders and is divided into two geographical areas: (a) the Arctic Ocean

and Bering Sea and (b) the Gulf of Alaska. Most of these binders have been

transferred to the Remote Sensing Library of the Geophysical Institute for

archiving.

About 25% of the 846 prints produced were requested by persons working

outside this project. More than half of that imagery was produced in support

of a Master of Science Thesis for an Institute of Marine Science student

studying processes along the shelf break in the SE Bering Sea. The next

largest request for satellite support was made by a Sea Grant project studying

the Bering Sea ice edge. In addition, the temperature structure along the
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ice edge in the Chukchi Sea was kept under surveillance in support of an

OCS study to predict bird migrations.

The satellite facility, as in years past, has maintained some interna-

tional connections through discussions of the use of satellite data with

visiting Japanese scientists and instructions in the use of satellite data

for a student from Taiwan. A request for satellite data for the Russian

Arctic, however, had to be referred to other sources.

Some joint work on the sea-ice conditions in the Bering Sea was conducted

during March and July with a visiting OCS-supported scientist from PMEL in

Seattle. When the funding for this project ended in September, a ringbinder

containing 125 satellite enlargements for the Norton Sound area, from 5

December 1979-21 May 1980, was mailed to PMEL to be analyzed there.

This satellite project was supported by NOAA-NESS and then OCS grants

from 1974 to 1980. Numerous gray scale enhanced negatives for surface

temperature studies have been produced. To make this information available

to other scientists, a report entitled "Surface temperature enhanced NOAA-

satellite infrared imagery for the Bering, Chukchi, and Beaufort Seas and the

Gulf of Alaska, May 1974 - September 1980" was prepared (University of Alaska,

Institute of Marine Science Technical Report R80-2). This report, which we

have included as our second appended report, contains a listing of all nega-

tives and digitized tapes of special interest that have been saved. The

report also shows how the enhanced imagery has been used and gives a back-

ground and summary of the NOAA-satellite project since the tracking station at

Gilmore became operational for real-time Alaskan imagery in 1974.
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Coastal Circulation in the Gulf of Alaska

The bulk of the principal investigator's research effort in the last

year has been devoted to analysis of nearshore circulation in the northern

Gulf of Alaska and Prince William Sound. The influence of fresh water and

winds on this coastal circulation has been discussed in previous annual

reports and will soon be published in the May 1981 issue of the Journal

of Marine Research. For that work, a very simple hydrology model is used.

In the past year, a more advanced treatment of the fresh water discharge

has been undertaken with some significant results. The details of this

work are contained in our first appended report, "Coastal fresh water dis-

charge in the northeast Pacific," a brief summary of which is given below.

The Yukon has long been considered as the largest Alaskan river; how-

ever, there is a larger fresh water source in Alaska. Recent studies of the

coastal flow in the Gulf of Alaska at the Institute of Marine Science have

revealed a large, river-like, fresh water coastal jet along Southcoast and

Southeast Alaska. This jet moves from Southeast toward the north at speeds

in excess of two knots (1 knot = 1 nautical mile per hour). It is approxi-

mately 10 miles wide, and because of the earth's rotation it generally stays

near the coast. The flow continues around the Gulf of Alaska; a portion

enters Prince William Sound, then moves past Kodiak Island and along the

Aleutian Islands.

The average flow in this jet is considerably greater than that of the

Yukon River (23,000 m³/s versus 6,796 m³/s). Incidentally, the average flow

is greater than that of the Mississippi River which is 18,123 m³/s, in effect

giving Alaska a claim to the largest U.S. river. The maximum seasonal flow

occurs approximately in October coincident with the maximum precipitation.
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The minimum coastal flow is in March. Its maximum flow is also greater than

the maximum Mississippi River discharge.

Why has this significant fresh water source gone unnoticed until now?

The primary reason is the absence of large rivers in the region. Though

residents of Southeast Alaska brag about their high rates of precipitation,

no major rivers are associated with that rainfall. The enormous annual rain-

fall, which occasionally exceeds 8 meters (26 feet), enters the ocean by way

of numerous small streams rather than joining to form large river networks.

Since few of these streams are gauged, the water in this coastal jet has to

be determined indirectly from drainage areas and precipitation rates. These

rates are subject to considerable error, so the estimates given here are very

rough.

This section of coastline contains over two-thirds of the North American

ice fields. Climatic changes which alter the size of these ice fields could

affect the amount of fresh water available to the coastal jet. Thus, this

coastal circulation might be very sensitive to climatic changes.

There are numerous consequences of this coastal jet. Because the flow

is quite steady, vessels navigating the coastal areas in the Gulf of Alaska

can use it to their advantage when traveling west-northwest from Southeast

to Southcentral Alaska, but should avoid it when moving in the opposite

direction. The coastal jet probably has important biological implications

and may influence the distributions of fishes and marine mammals.

Unfortunately, this current is also a mechanism that can transport pollutants

from one coastal harbor to another without significant offshore dilution.

If the analytic two-layer model of Heaps (1980) is applied to our system,

it predicts that there will be an offshore flow of about 20% of the alongshore
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flow. Thus, after several hundred miles of travel along the coast, the

fresh water should be spread over the entire shelf. Since it appears that

this does not occur, a mechanism must exist to concentrate the flow at the

coast. The predicted offshore fresh water movement has a very similar

appearance to an Ekman upwelling situation. Therefore, if Ekman downwelling

conditions are superimposed on this fresh water coastal current, a very

intense narrow flow will occur. This type of response coincides with recent

observations of this coastal jet near Seward. It is less than 10 km wide

and it has speeds at the surface in excess of one knot. Apparently the

sampling along the Seward line and elsewhere on the hydrographic grid used

in the OCSEAP studies was too coarse to resolve adequately the baroclinic

velocities. As suggested previously in earlier annual reports, the baro-

clinic transports are correct as they do not depend on station spacing.

In addition to the previous hydrographic stations being too far apart,

recent non-OCSEAP data from November 1980 indicate that the Seward line

poorly represents direction and width of the coastal flow. This is a conse-

quence of downstream topographic features--a peninsula and several islands.

These obstructions divert the flow offshore as it crosses the Seward line,

making it appear to separate from the coast at the point. This also causes

an apparent counterflow on the adjacent downstream hydrographic section at

Seal Rocks. Thus, the Seward line should be used to determine baroclinic

transports only--not baroclinic speeds or the position of the coastal current.

The use of the analytic model by Heaps (1980) also predicts that the

barotropic effect of adding fresh water to a coastal current is small. Instead,

the alteration of the cross-shelf density by the fresh water is the important

dynamic consequence. Incidentally, the fresh water discharge for the northern
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Gulf of Alaska is approximately twice the discharge that Heaps used in his

model for the Norwegian coast. Similarly, our transports are about twice

his values.

An analytic model developed by Klinck et al. (1981) of fjord and coastal

circulation helps shed light on the interactions between the sea level within

an estuary and the coastal current flowing alongshore. Their model indicates

that an elevation in sea level within the estuary will accompany an accelera-

tion in the alongshore flow. The implication of this effect is that routine

sea level observations can be used to estimate the alongshore flow. Of course,

this phenomenon has not yet been verified for the Gulf of Alaska. This appli-

cation of the analytic model serves not only to understand better the physics

of the system but also may provide an inexpensive monitoring scheme.

The relatively narrow, intense coastal flow found throughout southeast

and southcoast Alaska presents an interesting problem in estuarine circula-

tion. For estuaries with below average fresh water discharge, the coastal

current can serve to drive the circulation in a reverse manner, that is,

in at the top and out at the bottom. Even for the usual estuarine circulation,

the coastal current would serve to reduce the flow since fresher water could

be found outside the estuary.

The other major feature of the circulation of the Gulf of Alaska is the

Alaska Current which flows westerly along the shelf break. The coastal cur-

rent and Alaska current are weakly coupled in several ways. First, the coast-

al current can mix directly with the Alaska Current south of Kayak Island

where the coastal current is directed southward and the shelf becomes very

narrow. To the west, the Alaska Current displays the low salinity signature

of the coastal current. The Alaska Current also appears to shed eddies which
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propagate from west to east along the shelf break. These perturbations

accelerate the cross-shelf mixing over the shelf. The third manner in

which the coastal and shelf-break currents interact is through the con-

tinuous supply of fresh water at the coast. This maintains a cross-shelf

density gradient which can in turn drive the Alaska Current. If this lat-

ter conjecture is true, the coastal precipitation would be important to the

circulation of the entire North Pacific.

In any case, the high rate of coastal precipitation presents an

interesting meteorology problem since a vast amount of latent heat will

be released to the atmosphere. Combine this warm air with the continental

air masses found over the interior of Alaska and very abrupt thermal gradi-

ents will be created over the coastal mountain range. This atmospheric

system is responsible for the glacial fields found along the coastal margin.

Thus, the hydrology, glaciology and oceanography are closely coupled here.

VII. CONCLUSIONS AND OUTLOOK

The continued support of this research unit by BLM and NOAA over the

past seven years is gratefully acknowledged. I especially appreciate the

opportunity, in the past several years, to be allowed to pursue the research

of the coastal flows, which has led to a better understanding of the circu-

lation of the northern Gulf of Alaska.

As a consequence of these OCS studies, new programs are being initiated

for the continued study of the Alaska Coastal Current. Support for this work

is being sought from the National Science Foundation with some contribution

requested from BLM. The focus of these new studies is the dynamics of the

coastal current. An analytic model is expected to be developed in this effort.
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The coastal current is also the object of studies into the biology, chemistry

and geology of the northern Gulf of Alaska which are being organized at the

Institute of Marine Science. Researchers in fisheries and marine mammals

are frequently requesting information on this flow. This,coastal flow is

vital to studies of estuary circulation in the Gulf of Alaska. It also serves

as an important medium to transfer pollutants along the coast, while limiting

the pollutant movement across the shelf. Studies of the circulation of the

Gulf of Alaska will continue, building upon the knowledge gained in this OCS

research program.
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Abstract

Very high annual rates of precipitation in the coastal mountains

which border the northeast Pacific Ocean produce large fresh water

discharges (23000 m[superscript]3 s[superscript]-1). This discharge has been ignored previously

since it does not enter the ocean in the form of large rivers, but instead,

the water enters by way of numerous small rivers and streams. This coastal

discharge contributes approximately 40% of the fresh water that enters the

northeast Pacific from the atmosphere. The discharge is comparable to the

mean annual discharge of the Mississippi River system.

The fresh water creates a density gradient which drives an along-

shore baroclinic jet. The width of this jet is less than 25 km with velo-

cities in excess of 100 cm s[superscript]-1 . It extends along the coast from southeast

Alaska to at least Kodiak Island. Apparently, the flow is maintained as

a narrow current adjacent to the coast by wind stress which causes down-

welling conditions here throughout most of the year.
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1. Introduction

The importance of fresh water to the ocean circulation of the north-

east Pacific has been recognized since Tully and Barber (1960) treated

it as an estuary. More recently, coastal fresh water discharge has been

identified as being a primary driving mechanism of local coastal circu-

lation in the northwest Gulf of Alaska (Schumacher and Reed, 1980) and

throughout the northern Gulf of Alaska (Royer, 1981). Baroclinic flow

controlled by salinity distributions is possible here because of the

relatively low water temperatures and high rates of fresh water discharge.

Previous discussions of the availability of the fresh water in the

northeast Pacific are based either on river discharges or precipitation

rates. Roden (1967) addresses the discharge of major river systems into the

northeast Pacific and Bering Sea. The major river discharges are the Fraser

River (2.69 x 10 m s[superscript]-1) in British Columbia and the Copper River (1.05 x

10[superscript]3 m[superscript]3 s[superscript]-1 ) in Alaska. Roden also included six other minor rivers which

have a combined average discharge of less than 3 x 10[superscript]3 m[superscript]3 s[superscript]-1 . Another

method of assessing the availability of fresh water in the northeast Pacific

is through the use of oceanic precipitation estimates. However, as can be

seen by two recent estimates of maximum precipitation rates for the north-

east Pacific, the calculated fresh water input can differ considerably.

Reed and Elliott (1979) report a precipitation rate of 100 cm yr[superscript]-1 while

-1
Dorman and Bourke (1979) show a rate of 180 cm yr for the same area.

This discrepancy is primarily caused by Dorman and Bourke correcting the

oceanic precipitation using Tucker's method. They correct using coastal

station data, and because coastal rainfall rates are high in the northeast

Pacific the oceanic rates are enhanced.
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2. The Discharge Computations

The high precipitation rates suggested by Dorman and Bourke (1979) are

consistent with the rates used by Royer (1979, 1981) to obtain the coastal

fresh water discharge in the northern Gulf of Alaska. The coastal dis-

charges are determined using a 150 x 600 km drainage area to represent the

coastal region. To calculate discharges, the monthly mean U.S. Weather

Service divisional precipitation rates for southcoast Alaska are used.

Two U.S. Weather Service climatic divisions are used in this work; the

southcoast Alaska (approximately 140°W to 150°W) and the southeast Alaska

(approximately 130°W to 140°W) (see Figure 1). Depending on the monthly

mean air temperature, the precipitation is allowed either to runoff during

the month or be stored as snow. The snow is released later when the air

temperature is above freezing. It is released gradually over a period of

several months, with a pattern that closely approximates the river dis-

charge of those rivers which drain the coastal mountain ranges. An approach

involving indirect computations is required here because direct measurements

of the discharges of the myriad of rivers and streams is not possible.

To improve the estimate of coastal fresh water discharge into the

northeast Pacific, the simple computations have been modified to better

approximate actual drainage areas. This improved method still uses the

monthly mean divisional precipitation and air temperatures as its input,

but incorporates more realistic drainage areas and allows the interannual

ablation or growth of the glacial fields which are found in these coastal

mountains. This type of response is necessary since glaciers occupy ap-

proximately 20% of this coastal drainage area. Abnormally high summer

air temperatures are permitted to cause a higher than normal fresh water

discharge with abnormally low temperatures causing low fresh water drainages.
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Figure 1. Coastal region of northeast Pacific Ocean.



Two separate drainage areas, southeast and southcoast Alaska are

used in the computations (Fig. 1). Precipitation and air temperatures

are available for each of the two divisions. Transit times in the form

of phase shifts in the discharge are incorporated in this method. A

northwestward coastal flow averaging about 30 cm s[superscript]-1 from southeast to

southcoast Alaska is approximated by lagging the southeast discharge by

one month. The discharges from streams and rivers that are gauged are

not included separately. The contribution from the Copper River, which

drains a portion of interior Alaska, is not included because its records

do not cover the same time period as the precipitation and air temperature

records. As will become more evident later in this paper, its contribution

(1000 m s ) is less than 5% of the total coastal discharge and is insigni-

ficant in comparison with other errors in the hydrology model.

The coastal topography and the precipitation distributions here are

similar to other high latitude regions, such as the coast of Scandinavia

(Bergeron, 1949). Along that coast the moist marine air masses impinging

on the coastal mountain ranges are elevated adiabatically and precipita-

tion takes place. Analogous processes occur at the northeast Pacific Coast

where mountains with heights exceeding 4 km are common in the Alaska Coastal

Range. The orographic control of precipitation causes higher rates at higher

elevations. Thus, the 180 cm yr[superscript]-1 precipitation rate measured at sea level

probably translates into a much greater rate at the higher elevations. The

location of meteorological observing sites in coastal communities, therefore,

leads to an underestimate of regional precipitation rates. However, other

areas on the leeside of the mountains will have lower rates. It is beyond

the scope of this paper to evaluate the magnitude of these errors, since
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precipitation rates over these sparsely inhabited areas are not well known.

Though detailed seasonal variations in rainfall are not well documented,

the most complete representation of the spatial distribution of precipita-

tion is given by Selkregg (1979). Annual precipitation rates in excess

of 240 inches (610 cm) are present for the glacial areas, with one area

in southeast Alaska having a 320 inch (813 cm) contour. Thus, while the

use of the divisional precipitation averages (about 240 cm) might be an

underestimate it will be used in lieu of a suitable substitute. The high rate

of coastal precipitation extends to the south along the British Columbia

coast. Kendrew and Kerr (1955) indicate that the 100 inch (254 cm) preci-

pitation contour is continuous along the British Columbia coast from Alaska

to Washington. The effects of the British Columbia discharge will not be

included in this study, though they are undoubtedly important.

3. Fresh Water Discharge

The addition of the monthly fresh water discharges for southcoast and

southeast (lagged by one month) Alaska from 1931 through 1979 (Fig. 2) demon-

strates a large seasonal signal (Fig. 3). This seasonal cycle in the fresh

water discharge closely resembles the discharge reported in Royer (1979).

The minimum in February-March coincides with oceanographic winter. The sub-

maximum in May represents spring runoff followed by a general increase to-

word the October maximum. This increase is a result of the meltwater dis-

charge and increased seasonal precipitation rate. The sharp decline in

November-December is a consequence of air temperatures becoming less than

O°C.
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Figure 2. Monthly fresh water discharge for northeast Pacific with southeast Alaska
discharge lagging southcoast Alaska discharge by one month.



Figure 3. Mean monthly fresh water discharge
determined in same manner as Figure 2,

using data from 1931 to 1979.
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The total discharge (Fig. 2) varies from nearly zero to greater than

60,000 m[superscript]3 s[superscript]-1 . To better illustrate long-term trends the monthly air tem-

peratures, precipitation and discharges are used to determine annual means

(Fig. 4). As expected,-the air temperatures for southcoast Alaska are

always less than those for southeast. The curves of mean annual temperature

and precipitation are quite similar for southcoast and southeast Alaska,

indicating that the same atmospheric system probably influences both re-

gions. The below freezing annual mean southcoast air temperatures for

1934 (-.31°C) and 1935 (-.16°C) are especially interesting since they were

more than two degrees below any others and were accompanied by a subnormal

precipitation rate. The discharge for 1934 and 1935 were 16000 m s

and 18000 m[superscript]3 s[superscript]-1 respectively which are well below the 1931-1979 average

3 -1
of 23000 m[superscript]3 s[superscript]-1. The minimum annual discharge occurred in 1950 when the

average was slightly less than 16000 m[superscript]3 s[superscript]-1 . This decreased discharge

was the result of subnormal temperatures and precipitation rates in Nov-

ember 1950, yielding a discharge of only 16000 m[superscript]3 s[superscript]-1 compared with the

normal, 40,000 m[superscript]3 s[superscript]-1 . Throughout 1950, the monthly discharges were

slightly below normal also. The maximum discharge occurred in 1940 with

33,000 m[superscript]3 s[superscript]-1 afterwhich there was a general decline in discharge until

about 1971. The precipitation and air temperatures contain similar patterns.

Because oceanographers commonly deal with transports of the order of 10 m

s[superscript]-1 these discharges seem to be insignificant. However, the mean annual

3 -L1discharge of the Mississippi River is about 18000 m[superscript]3 s[superscript]-1.
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Figure 4. Annual mean air temperature (top panel)
for southeast Alaska (SE) and southcoast
Alaska (SC), precipitation (middle panel)
and fresh water discharge (lower panel).
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4. Oceanic Response

The availability of hydrographic data for the Seward Line (Fig. 1)

from 1974 through 1979 permits the comparison of the fresh water discharge

with the alongshore baroclinic flow for this period (Fig. 5). The along-

shore transport (0/100 db) between station pairs 1 and 2 and 1 and 7

(Fig. 1) are used for the correlation. Alongshore is defined here as

being orthogonal to the section line (See Fig. 1). Lags for 0 to 3 months

for the southeast discharge relative to the southcoast discharge are also

used. Based on 22 samples, the best correlation (.763) between baroclinic

transport and fresh water discharge occurs where the southeast discharge

is lagged by one month. The confidence interval for this correlation is

greater than 99.9%. The reduction in the correlation depending on lags is

not sharp since the autocorrelation of discharge decreases slightly .847

at two months.

The above correlation between (0/100 db) transport and fresh water

discharge contains a very large seasonal signal, so that the high correla-

tion could be simply due to both responses having this annual signature.

A better test of the relationship between fresh water discharge and baro-

clinic flow is done on the anomalies, that is, the time series remaining

after the removal of each of their respective annual signals. The cross-

correlation of the anomalies of (0/100 db) baroclinic transport for stations

1 - 7 and fresh water discharge with southeast lagged by one month is 0.603,

which has a confidence interval of greater than 99.5%. This correlation

is slightly higher than that determined previously for the simple runoff

computations which was .580 (Royer, 1981). The more realistic methods

used in this work probably better estimate the actual discharge.
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Figure 5. Monthly fresh water discharge (same
as Figure 2) for 1974 to 1979 (line)
with baroclinic transport (dots) for

1-7 0/100 db superimposed. Range of

the baroclinic transport is 0 to 1.5

x 10[superscript]6 m3 s-¹.
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The representation of the coastal circulation by the flow across the

Seward line is questionable in light of some more recent temperature and

salinity cross-sections taken upstream from this line. In November 1980,

the coastal current can be seen as a lens of low salinity water (< 31‰)

near the surface between stations 1 and 2 on the Seward line (Fig. 6).

The width of this lens is approximately 25 km. Because the flow is ad-

jacent to the coastline, its direction will be strongly influenced by it.

Islands and peninsulas to the west divert the flow southward across the

Seward line, making that transect oblique to the current. This is verified

by a section at Cape Fairfield (Fig. 7) taken a few hours prior to the

Seward transect. At Cape Fairfield, the 31‰ salinity band is only about

15 km wide. The difference could be a consequence of the cross-shelf spread-

ing of the coastal current; however, for another section to the west of the

Seward line, the coastal current is approximately 18 km wide. The conclusion

is that the Seward line does not intersect the coastal current normal to the

flow but rather obliquely. Thus, while the transports are valid, the width

appears greater than it actually is, and the baroclinic current speeds are

underestimated. These current widths are similar to the internal Rossby

radius of deformation which ranges from 4 to 10 km for the Cape Fairfield

line.

The dynamics of fresh water coastal currents has been investigated in

the Norwegian Sea by Heaps (1980). He uses a two layer analytic model on

a deep shelf similar to that of the Gulf of Alaska. The major difference

between the two situations is that his fresh water discharge per unit length

of coastline is about half of that for the Gulf of Alaska. As expected, his

transports are about half of those for theSeward line. One feature that
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Figure 6. Salinity cross-section for Seward line looking eastward (see
Figure 1), November 1980.
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Figure 7. Cross-sections of temperature (top panel), salinity (middle panel),
and density (lower panel) at Cape Fairfield, November 1980 (see Figure 1 for
locations).
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he predicts but is not observed in our situation is a fairly rapid cross-

shelf dissipation of the coastal flow. He predicts a cross-shelf velocity

at the surface that is approximately 20% of the alongshore component.

Thus, the coastal current should spread to encompass the entire shelf

after travelling several hundred kilometers downstream. As can be observed

in Figure 6, this does not occur here. The narrow current could be a result

of flow being constricted as it exits Prince William Sound. However, other

observations in the northern Gulf of Alaska (Royer et al., 1979; Schumacher

and Reed, 1980) verify a narrow flow elsewhere.

A mechanism which could concentrate this flow at the coast is wind

stress. The wind stress, here expressed as upwelling indices, changes by

an order of magnitude from summer to winter in the northern Gulf of Alaska

(Royer, 1975). Throughout the year easterly winds are common so that the

northern Gulf of Alaska usually has downwelling conditions (Livingstone and

Royer, 1980). During the November 1980 cruise the mean downwelling index

was 69 m³ s-¹ (100 m of coastline)- ¹ (Bakun, personal communication), which

is typical for that time of year (Royer, 1979). The offshore transport in

the upper layers as predicted by the Heaps (1980) model can be compensated

by the onshore Ekman transport. Each of these processes has a lower layer

of comparable thickness that moves in the opposite direction of the upper

layer. Downwelling is phased so that it lags the maximum fresh water dis-

charge by approximately three months; however, the maximum baroclinic trans-

port remains in phase with the fresh water discharge (Royer, 1979). The

narrow, intense coastal current can be considered to be created by the

fresh water discharge and then modified by the winds.
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Eddies are predicted for salinity induced flows under similar condi-

tions (Elliott and Reid, 1976), but in this case the available hydro-

graphic data are inadequate to address this problem. Eddies will form

if there is cross-isobathic flow. Their existence will be investigated

in a future study.

5. Conclusions

Through the use of runoff computations, the coastal fresh water dis-

charge for southeast and southcoast Alaska is estimated as about 2300 m

s-¹. This computation does not include the Copper River or discharge from

British Columbia, though the latter is probably significant. This water

enters as a line source at the coast rather than as a point source as

would be typical of large river input. This fresh water creates a cross-

shelf horizontal density gradient driving an alongshore baroclinic flow

which can exceed 1.3 x 10[superscript]6 m³ s-¹. The winds, which are typically easterlies,

converge this upper Ekman layer water at the coast and maintain the flow as

an intense narrow current, generally less than 20 km wide.

The coastal mountain ranges bordering the Gulf of Alaska act as a barrier

to the storms which move easterly across the North Pacific. Adiabatic eleva-

tion of these moist air masses cause very high rates of precipitation (> 8 m

yr-¹) in the form of rain and snow. The precipitation can be retained for

months or even years in the glacial fields which occupy approximately 20% of

the region. Better estimates of the growth or ablation of these ice sheets

would improve this method of determination of fresh water discharge. For

example, what effect would be observed in the coastal current under glacial

advance or retreat? With any increase in the fresh water discharge, the
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baroclinic transport would probably increase, what would be the current

response? Will it become wider, deeper or simply faster? These types

of questions should be answered through the application of the two layer

baroclinic model.

Though it was stated that the volume of fresh water discharge was

comparable to the flow of the Mississippi River, it is equally important

to stress the significance of this source of fresh water to the Northeast

Pacific circulation. The area of the Northeast Pacific from 60°N to 50°N,

150° to 140°W at 60°N and 150° to 130°W at 50°N is 1.11 x 10[superscript]6 km² and the

annual precipitation rate is between 0.9 m yr-¹ (Reed and Elliott, 1979)

and 1.1 m yr-¹ (Dorman and Bourke, 1979). Thus, the coastal fresh water

discharge in the Northeast Pacific contributes between 38 and 43% of the

total amount of fresh water that enters from the atmosphere. More impor-

tantly, this large coastal discharge can affect the dynamics since it

creates a sharp horizontal density gradient which might drive alongshore

flows at distances offshore.
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ABSTRACT

A brief history is given of the NOAA-VHRR satellite project in Alaska,

starting with the experimental NOAA-NESS supported Pilot Project in 1974.

From 1975 to 1980 the project, under the sponsorship of OCS, has also ad-

dressed the needs of other scientists, particularly those supported by OCS

grants.

During the progress of six years of satellite surveillance of Alaska

and the surrounding oceans, numerous gray scale enhancements for surface

temperature analysis have been performed. An introductory explanation of

the theory behind the enhancements is given. All archived enhanced nega-

tives are listed by date, temperature range and geographical location. Some

digitized tapes that were saved because of special features are listed in

the same manner. Some enhancements were performed for specific research

interests. They are used as illustrations to show the applicability of

enhanced infrared imagery.

The NOAA-NESS CDA Station at Gilmore generated all satellite products

used by the satellite project. The final archiving, however, is spread out

among different facilities in Alaska and Washington D.C. The specific loca-

tions for each product is given.

The purpose of this report is to bring the vast quantity of partly

unused satellite data to the attention of the inquiring scientist.
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SATELLITE BACKGROUND

Since 1960, American weather satellites have orbited the earth. In

October 1972 a second generation of environmental satellites of the Improved

TIROS Operational Satellites (ITOS) series, the NOAA-2, was launched.

These satellites were in near-polar, sun-synchronous circular orbits at an

altitude around 1500 km. On the NOAA-2 a new sensor was added, the dual-

channel Very High Resolution Radiometer (VHRR). It scanned simultaneously

in the visible (VIS), 0.6-0.7 µm, and the infrared (IR) 10.5-12.5 µm, bands.

With the advent in October 1978 of the latest, third generation of polar

orbiting environmental satellites, the TIROS-N, new sensors were again added

to the spacecraft. The 2-channel VHRR of the previous satellites was re-

placed by the 4-channel AVHRR (Advanced Very High Resolution Radiometer).

The scanning radiometers are sensitive to visible/near IR and IR radiation.

Following is a table of the AVHRR channel characteristics from Hussey (1979).

Resolution
Channel at subpoint Wavelength (µm) Primary use

1 1 km 0.58 - 0.68* Daytime cloud and
surface mapping

2 1 km 0.725- 1.10 Surface water
delineation

3 1 km 3.55 - 3.93 SST, Nighttime
cloud mapping

4 1 km 10.5 -11.5 SST, Day/night
cloud mapping

5 1 km 11.5 -12.5 SST

(Channel 5 to be added later to the AVHRR/2 instrument)
*0.55-0.90 µm on the TIROS-N

Channel 1 is almost identical to the VHRR VIS of 0.6-0.7 µm while the

VHRR IR of 10.5-12.5 µm channel will be divided into two. The higher portion

592



of the IR spectrum will make it possible to remove radiant contributions

from atmospheric water vapor when determining surface temperatures. The

lowest IR band, channel 3, used together with channel 4 will remove the

ambiguity introduced by clouds in a portion of the image. The imagery

produced by channels 1 and 2 look similar, but when compared, they provide

an indication of ice/snow melt inception. Individually they are used to

discern clouds, land-water boundaries and snow and ice extent. The spatial

resolution for both systems is 1 km at nadir.

At NOAA's satellite Command and Data Acquisition (CDA) station at

Gilmore Creek near Fairbanks, the area of coverage for the VHRR reached

from NW Greenland to Seattle or south of the Aleutians. Another orbit

covers the region from Hudson Bay to the East Siberian Sea. Thus, one

satellite pass covered an area of about 2200 to 6600 km (Fig. 1). The

satellites equipped with AVHRR fly at a lower altitude, around 850 km. Thus

they cover a smaller area per orbit, but show it in a larger scale. The

scale of the old NOAA imagery is about 1:9 million and the new AVHRR about

1:7.5 million. Figure 2 shows a typical mosaic of all descending NOAA-

VHRR passes on 7 January 1975. The first pass comes across Baffin Bay, the

NW Territories and British Columbia at 8:00 am AST. The second pass covers

the Gulf and SE Alaska about 2 hours later. Around noon the third pass

crosses over the Beaufort and Bering Seas and around 2:00 pm the last

descending pass goes from Baffin Island to the Kamchatka Peninsula. The

five ascending nighttime passes on 8 January 1975, cover the same area but

from the opposite direction (Fig. 3). Due to the wintertime season both of

the above mosaics are covered by infrared imagery only.
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Figure 2. Mosaic of NOAA-VHRR daytime descending orbits on 7 January 1975.



Figure 3. Mosaic of NOAA-VHRR nighttime ascending orbits of 8 January 1975.



For special features, enlargements in about 1:3 million have been

made. Figure 4 shows a standard NOAA-2 VIS image of Alaska on 12 March

1974 in 1:9 million. The small white dot at the arrow is Harding Lake

north of the Tanana River. Figure 5 is an extreme enlargement in 1:235,000

of a NOAA-VHRR IR imagery centered around Harding Lake. In this image the

scan lines of the satellite radiometer are obvious as the distance between

them is 1 km caused by the resolution.

In Alaska and the Arctic, the VIS band is only operational during part

of the year, when the polar regions have daylight. The thermal IR band

operates continuously, being independent of sunlight but sensitive to

emitted terrestrial radiation. The purpose of this paper is to show some

applications of the IR imagery and to list the NOAA-VHRR and AVHRR IR

imagery that has been specially enhanced for surface temperature distribu-

tion.

THE ALASKA PILOT PROJECT

The NOAA satellite, equipped with the VHRR sensors, became operational

with direct read-out at the Gilmore Creek station in March 1974. To inves-

tigate the usefulness and applicability of the satellite imagery to envi-

ronmental needs in Alaska, a multi-disciplinary team from the University

of Alaska was contracted by NOAA-NESS to carry out the pilot project (McClain

1975). This project operated for two years. In that time we demonstrated

the usefulness of the satellite imagery to the Weather Service in Alaska,

the Bureau of Land Management (BLM) for forest fire control and to the Arctic

Sea Lift to Prudhoe Bay. In part as a result of our work, a satellite field

service station was established in Anchorage. That station now distributes
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Figure 4. Standard size image of Alaska. Note Harding Lake at arrow by H. 12 March 1974,

N2-6425 VIS. Scale 1:8.7x10



Figure 5. Harding Lake (H) and Birch Lake (B) along the Tanana River. NOAA-VHRR IR. Super enlargement, scale
1:235,000.



sea surface thermal and ice analysis charts for Bristol Bay and the Gulf

of Alaska. After the pilot project ended, the Outer Continental Shelf

Environmental Assessment Program (OCSEAP) took over sponsorship of the

continued surveillance of satellite imagery for Alaska with surrounding

ocean areas. As part of the program, gray scale enhancements were per-

formed for surface temperature distribution of cloudfree ocean areas. A

list of these enhancements is provided in this publication.

In most studies, the VIS and IR imagery were used to complement each

other. The visible band shows the cloud cover and indicates which areas

are cloudfree and hence applicable to surface temperature studies by the

infrared band. Occasionally in the Arctic, thin, high clouds are trans-

parent enough to let the surface features show through in the visible range.

In the IR band, these same clouds are opaque and prevent the underlying

higher surface temperature from being registered. Instead, the low tempera-

ture of the cloud tops is seen.

Forest Fire Control

About 90% of the acreage annually lost to forest fires in Alaska is

caused by lightning fires. To survey the build-up of thunderstorms, air-

craft were previously used extensively. During the pilot project, our

research team found that thunderstorms could also be identified on the

NOAA/VHRR imagery (Jayaweera and Ahlnäs, 1974). Thunderstorms are built

up of towering cumulus clouds which are very compact and easy to detect by

their form and high reflectance in the VIS band. Since the clouds reach

high altitudes, their tops are cold and consequently appear very bright

also in the IR band. By convention, the gray tone in the NOAA-satellite
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IR imagery is inversely proportional to the radiative temperature. By

superimposing the simultaneous visible and IR imagery of the same orbit,

the net imagery will show both the coldest clouds and the brightest areas

(Fig. 6). Such bright areas can be attributed to large cumulus or possible

thunderstorms.

The Auroral Zone

Enhancements of radiation have been observed by balloon measurements

in the spectral interval 10-13 µm at auroral latitudes. This spectral

window is slightly wider than the 10.5-12.5 µm IR band of the NOAA-VHRR.

Thus, it appeared reasonable to assume that evidence of auroral activity

would also be manifested in the NOAA imagery. Studying the standard IR

imagery, areas of enhanced radiation were also found in the Arctic

(Henriksen et al., 1976; Fig. 7). However, no direct correlation was

found to the auroral oval.

IR ENHANCEMENTS

The IR sensitivity of the NOAA satellites is 256 digital steps or 8

bits spread out over a temperature range from about -60 to 40°C. However,

the capacity of the display device or satellite image is only 32 gray

steps. When studying the surface temperature distribution, a narrow range

is advantageous for gray scale contrast. Through a minicomputer that

operates on the original digital tape of a specific satellite orbit, a

chosen scene can be programmed to show any selected temperature range

(Ahlnäs, 1979). On the 32-step gray scale the lowest temperature chosen

will correspond to white and the highest to black with the temperature
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Figure 6. Prospective build-up of thunderstorms over Interior Alaska,29 May 1974,

N3-2530 VIS + IR composite.

602



Figure 7. Area of enhanced radiation north of Siberia, 30 March
1975, N4-1684 IR.

603



range between white and black displayed by various shades of gray. The

simplest enhancement uses a single scale with temperatures beyond the scale

shown as black or white. This enhancement works well for sea-surface tem-

peratures in summer when the surrounding land is very much warmer and any

clouds present are colder. The resulting enhancement thus emphasizes the

water areas, while the land shows in contrasting black for geographical

orientation and the clouds are white. Figure 8a is a single scale enhance-

ment from -3 to 6°C for the Gulf of Alaska on 22 May 1974. Part of the

relatively warm Alaska Current with some meanders shows up very distinctly

around 6°C. For comparison, the simultaneous visible image (Fig. 8b)

shows that the offshore Gulf of Alaska is cloud free. However, the stan-

dard IR (Fig. 8c) shows some low cloud bands extending from the coast over

the nearshore area. These cloud bands obstruct the temperature structure

close to the coast. The black areas showing between the cloud bands in-

dicate that the temperature is around or above 6°C. Royer and Muench

(1977) used this same image among many others to study the ocean tempera-

ture distribution in the Gulf of Alaska.

In the wintertime, when both the land areas and the clouds are cold,

coast definition can not be achieved from a single scale enhancement. In

this case a double scale enhancement gives a more pleasing result. For this

enhancement, the entire 32-step gray scale is used independently for two ad-

joining temperature ranges. The ocean area will still appear the same as it

would on a single scale enhancement, but in addition details in another

temperature range, such as land areas or sea ice, can be emphasized. The

scale break, or temperature where the scales join, is chosen to coincide

with the largest temperature gradient, such as the edge of open water at a
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Figure 8a. Temperature-enhanced meanders in the Alaska current, 22 May 1974,
N3-2443, enhanced IR -3 to 6°C.
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Figure 8b. Visible image of a cloud-free Gulf of Alaska, 22 May 1974, N3-
2443.
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Figure 8c. Standard IR image showing thin coastal clouds, 22 May 1974, N3-
2443.
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coastline or ice edge. Figure 9 shows such an enhancement for the Gulf

of Alaska on 1 March 1978. The scale break is chosen at the freezing

point of sea water at -2°C. In the lower (-29 to -2°C) scale, -2° is black

and in the higher (-2 to 5°C) scale, -2° is white. The abrupt black/white

change coincides with the coastline, except in the ice covered Cook Inlet

where it indicates the ice/water interface. The surface water circulation

with the warm Alaska Current slightly offshore and the cold coastal jet

hugging the northern coast is shown in detail in the higher -2 to 5°C scale.

A similar double scale enhancement for 7 February 1975 was used by Royer

(1977) to show ocean currents in the Gulf of Alaska.

When Coachman, Aagaard and Tripp (1975) wrote their book about the

Bering Strait, the Alaska pilot project group was contacted to provide some

satellite imagery for illustrations. A single enhancement from -8 to 6°C

for 22 October 1974 showing a northward flowing warm current through the

eastern part of the Bering Strait was chosen for the book. Figure 10 shows

a double enhancement from (-8 to -2) and (-1 to 4)°C for the same satellite

orbit. The scale break at the freezing point literally brings out the

coastline around the Seward Peninsula and north of Kotzebue Sound. The

northward flowing warm current through Bering Strait is frequently seen in

satellite imagery. Its northeastward extension has been observed to extend

beyond Barrow, Alaska. A paper investigating the warm water intruding into

the Chukchi Sea is presently being prepared together with Solomon and

Garrison.

Birds as Temperature Detectors

The warm water entering the Chukchi Sea is also rich in biomass and

has been observed to attract feeding birds. Cloudfree temperature enhanced
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Figure 9. Surface temperatures structure in the Gulf of Alaska, 1 March 1978, N5-7181 IR; (-29 to -2)+(-2 to 5)°C.



Figure 10. Northward flow of warm water through Bering Strait, 22 October 1974,

N3-4340 IR; (-8 to -2)+(-1 to 4)°C.
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IR satellite imagery for the first half of July is available from 1974 to

1979 for Ledyard Bay north of Cape Lisburne where Alan Springer has con-

ducted bird observations. The satellite imagery shows a decline in surface

temperature from 1974 to 1976 and an increase from 1976 to 1979. Springer

(personal communication) has observed major changes in the productivity of

the kittiwakes and food habits of birds in general during these years with

a direct linear relation between the surface water temperature and the pro-

ductivity. The surface temperature was also directly related to the extent

of the sea-ice cover and the retreat of the ice edge. 1976 showed the

lowest temperatures and productivity while 1979 had the highest. Springer

could relate the kittiwake abundance to the timing of the fish, but has not

yet established a relationship between the biomass and the temperature.

Satellite imagery for July 1980, coinciding with Springer's observations

off Cape Lisburne, show a band of warm surface water offshore. The birds

were observed to be feeding in this area of warm water or along its inter-

face with the cold Arctic water inshore. Since birds can respond to changes

in surface water temperature, the distribution of birds might be used to

indicate physical parameters.

Figure 11 is another example of how a coastline can be emphasized

through a double scale enhnacement. The figure shows the Beaufort Sea

coast on 14 August 1977. The temperature scale is -2 to 7 and 7 to 16°C.

The 7°C scale break distinctly shows a narrow band of warm water along the

coast between Barrow and Herschel Island. The outer edge of the warm

water is fringed by black dots corresponding to 7°C in the lower scale,

that continues into various gray shades in the offshore waters. The

inner edge of the warm water is white to very light gray corresponding to
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Figure 11. Band of warm water along the Beaufort Sea coast, 14 August 1977, N5-4718 IR; (-2 to 7)+(7 to 16)°C.



7°C in the lower part of the higher scale that continues into black, corres-

ponding to 16°C and above over the land. The existence of this warm coastal

water was confirmed by data from the Simpson Lagoon and this same Figure 11

was given to Matthews for use in his OCS (1978) annual report.

IR Enhancements with Special Identity

In an IR enhancement any chosen temperature can be specially identi-

fied by matching the gray shade of the image with the appropriate shade in

the 32-step gray scale. For rapid identification, a specific temperature

or range of temperatures can be made either black or white. The first

example of this by the Alaska pilot group was presented at the POAC-75

conference (Ahlnäs and Wendler, 1976). In that study we tried to detect

open water in the Arctic Ocean in winter using satellite imagery. Figure

12 shows the ice cover in the Beaufort Sea on 17 March 1975. Integrated

into the single scale enhancement from -43 to -3°C are -29°C shown by

black dots in the medium gray section of the scale and -18°C shown by

white dots in the dark gray part of the scale. Densitometer readings

showed the coldest ice surface to be -41°C. The warmest ice is seen in

a frozen lead just outside the shorefast ice. The only white dots corres-

ponding to -18°C are seen along the southern edge of the lead. North of

the lead is a wide belt of black dots corresponding to -29°C. From that

area, strings of black dots extend to the northeast indicating the transi-

tion from the warmer ice in the refrozen leads to the surrounding cold ice

of -41°C.

613



Figure 12. Beaufort Sea leads, 17 March 1975, N4-1530 IR; (-43 to -3)°C; -29[high dot]B1, -18[high dot]Wh.



Sea-Ice Intrusions

Figure 13 shows a similar enhancement from -40 to -2°C, but the shades

of gray for the special temperatures are the opposite, that is -18°C is

black and -29°C is white. The enhancement shows an event of export of cold

ice from the Chukchi Sea into the Bering Sea. The cold ice is recognized

by its light gray color with the edges of the intrusion outlined by black

dots corresponding to -18°C. The rest of the ice in the Bering Sea is dark

gray and warmer. The only white dots are seen in the Chukchi Sea where the

coldest ice is. Ahlnäs and Wendler (1979) studied two cases of ice trans-

port through the Bering Strait. In both cases we found the reason for this

transport to be the prevailing strong northerly winds associated with de-

creasing temperatures. Because of the well delineated extent of the ice

intrusion on the satellite imagery we could measure the area of the cold

ice. From that the mean speed with which the ice moved through the strait

was calculated. For the longer lasting March episode the speed was 2.8 km/hr.

Kamchatka Eddies

In the above cases the specially selected temperatures outlined a

transition between ice masses of different temperatures. When studying

oceanic features a smaller temperature range is covered. From time to time,

infrared satellite imagery has revealed eddies in the waters east of the

Kamchatka Peninsula. Solomon and Ahlnäs (1978) made a study of these

eddies using a single scale from 2 to 11°C. Through densitometer readings

of the gray scale we found the cold core centers to be 3°C. The most like-

ly source of that cold water is upwelling from greater depths. This seems

to be a paradoxical explanation since the eddies are wound in an anticyclonic
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Figure 13. Flow of cold Chukchi Sea ice into the Bering Sea, 20 March

1978, N5-7417 IR; (-40 to -2)°C; -29[high dot]Wh, -18[high dot]B1.
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sense. However, it is beyond the goal of this paper to address the physics

of these eddies. In the paper describing IR enhancement techniques, Ahlnäs

(1979) used another case when the Kamchatka eddies were observed on 26

September 1977 to demonstrate some applications (Fig. 14). The cold cores

of these eddies were also 3°C and they were wound anticyclonically as the

ones observed a year earlier. The same single scale enhancement, 2 to 11°C

was used. Within this range 3°C was made black and 6°C white. Consequently,

the cold cores turned black. Some of the eddies have a warm 6°C rim which

is white. This type of special enhancement makes the feature of interest,

such as the cold cores in this case, stand out in a striking way.

SEA-ICE STUDIES

The Bering Sea harbors an annual sea-ice cover that for 6 months of

the year extends far enough to the south to conflict with fishing interests.

To guarantee safety to fishermen and their gear, the location of the exact

ice edge and its predicted movements are important. In the absence of

clouds, the visible imagery pin-points the ice edge. Its advancement is

governed by wind speed and direction in addition to the surface tempera-

ture of the waters at the ice edge. Figure 15 shows a special double

scale enhancement for the Bering Sea on 29 March 1977. The major part of

the sea ice matches the lower scale (-46 to -4°C) while the higher scale,

(-2 to 5°C) shows the temperature of the open water. The division -4 to

-2°C between these scales is wider than normal and is shown in black. This

range indicates newly frozen thin ice, that may not show up on the visible

imagery. In addition, ice that may be ready to melt is in this range.

Theoretically, the -2°C transition from black to white should coincide with
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Figure 14. Oceanic eddies with cold cores east of Kamchatka, 26 September 1977, N5-5251

IR; (2 to 11)°C; 3[high dot]B1, 6[high dot]Wh.
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Figure 15. Ice edge between the Pribilof Islands of St. Paul and St. George, 29 March
1977, N5-3010 IR; (-45 to -4)+(-4 to -2)B1 + (-2 to 5)°C.
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the ice edge. Due to the effects of atmospheric interference, the preci-

sion of the sensors and the digital tape, the true accuracy of the satellite

derived sea surface temperatures is ± 1.5°C. Through comparison with the

visible imagery it appears that the ice edge in Figure 15 is delineated by

-4°C.

It is interesting to note that the black area of cold water surrounds

St. Paul Island but leaves nearby St. George Island outside its reach. This

is a common occurrence frequently observed on satellite imagery. When the

ice edge does extend further south, it often stays between these two islands

of the Pribilofs. Another commonly observed feature is a narrow ring of

cold water individually surrounding these islands. The above mentioned

features were brought to attention after an inquiry from a bird observer,

George Hunt (personal communication). Hunt had observed a delay in migra-

tion and nesting habits of birds on St. Paul as compared to St. George.

Cloud free imagery was sent to Hunt from 1975. Starting with the field

season of 1977, the Pribilof Islands were kept under continuous surveillance

and temperature enhancements were made when the area was clear. This

imagery provided an explanation for the timing of the birds' arrival to the

two islands. By supplementing hydrographic data with the satellite data,

Hunt and Kinder (personal communication) found the cool surface waters

ringing the islands to be caused by tidal mixing. In addition, they could

show bird densities inside the rings of well-mixed water to be higher than

outside.

IR enhancements produced by the AVHRR have a better resolution and

contrast than the VHRR although the true accuracy is the same or ± 1.5°C.

The IR enhancement table (Fig. 16) used in Figure 15 to show the ice edge,
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Figure 16. IR enhancement curve used in Figure 15 from "Polar
spacecraft AVHRR sensor enhancement curves" NESS-CDA
station (1980).
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shows the entire temperature range from -4 to -2°C freezing/melting condi-

tions in black. After discussing the problem with Don Sundgren at the

Gilmore Tracking Station, he devised a table that divided the temperature

range from -4 to -1°C into 4 contrasting shades of gray between limits of

black (Fig. 17). This table is called 64P, where 6 stands for the space-

craft used, NOAA-6, and 4 for IR Channel 4. The same table using the

TIROS-N satellite would consequently be called N4P. Spelled out table 64P

would read:

(-45 to -5)+(-5 to -4)+(-4 to -3.5)+(-3.5 to -3)+(-3 to -2)+(-2 to -1.5)+
000 250 52 156 208 104 255
WH BL LLG DG DDG LG BL
white black light light dark grey dark dark light grey black

grey grey

(-1.5 to -1)+(-1 to 5)°C
255 000 255
BL WH BL
black white black

The numbers under the temperatures indicate the density count on a scale

from 000 for white to 255 for black. This table borders on the accuracy of

the system, but during suitable temperature conditions the result can be

striking. Figure 18 is a demonstration of table 64P, informally called

the ice table. On 29 January 1980 the ice edge extended to Bristol Bay

and bordered the Bering Sea side of the Alaska Peninsula. The black

edge is nearly freezing water at -1.5°C forming an intrusion into Bristol

Bay. The light gray band inside is the actual ice edge at -2°C followed

by a dark gray band of -3°C ice, a medium gray at -3.5°C and a very light

gray at -4°C; -5°C is almost black. The temperature of the rest of the

ice cover south of Nunivak Island is in the upper part of the -45 to -5°C

range. With this table, open water within the ice pack or along the coast
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Figure 17. IR Enhancement curve, "ice table", 64P/N4P used in
Figure 18.
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Figure 18. Ice edge structure in Bristol Bay and the warm Alaska current

SW of Kodiak, 29 January 1980, N6-3072 IR; "ice table" 64P.
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can be readily seen as for example in Nushagak and Kvichak Bay in the

eastern Bristol Bay. The warmest part of this ice table, -1 to 5°C, shows

the surface temperature of open water. The warm Alaska Current can be seen

east of Kodiak Island directed to the southwest. This possibly accounts

for the warmer water seen in the Bering Sea extending north through Unimak

Pass. The waters west and southwest of Kodiak Island have an irregular

distribution, as evidenced by the spiral type surface temperature struc-

ture.

Figure 19 is another example of the use of the ice table, N4P, for

the TIROS-N satellite on 14 December 1979. The ice edge in this figure

is colder than on 29 January and does not show the gradual temperature

decrease over a wide area. Instead, great detail is seen in the open water

south of the ice edge in the -1 to 5°C range. The isotherms are roughly

concentric with the ice edge and both seem to be connected with the bathy-

metry. Theresa Paluszkiewicz is presently working on this relationship in

addition to frontal systems based on satellite evidence for her master's

thesis at the Institute of Marine Science, University of Alaska.

CORRECTIONS FOR GEOGRAPHIC DISTORTION

The satellite imagery is produced by horizontally scanning radiometers

on the spacecraft passing vertically through the center of the image. This

causes geographical distortion along the edges of the image. New software

at the tracking station now makes it possible to rectify this distortion by

stretching the image. Figure 20 is a stretched version of Figure 19. The

correction here is most obvious in Bristol Bay, located at the edge of the

image. In addition, the temperature range is offset -4°C. This brings
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Figure  19.  Bering Sea i ce  edge w i t h  s u r f a c e  temperature  s t r u c t u r e  in 
waters ove r  t h e  c o n t i n e n t a l  s h e l f ,  14  December 1979,  
TN-6025 I R ;  " ice  t ab le"  N4P. 
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Figure 20. Image from Figure 19 with temperature table offset -4°C and stretched to
rectify geographic distortion in Bristol Bay.
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detail designed for the ice edge into the open water, where great contrast

in the sea surface temperature structure can be observed over the continental

shelf.

SATELLITE DATA ARCHIVES

Since the first satellite imagery was produced, its use has rapidly

increased. New applications are continuously incorporated as technology

advances. As more people become aware of the vast possibilities satellite

imagery offers, its use will increase even further. When approaching a

problem, historical comparisons are important and so there is always a new

use for the previous imagery. The early negatives for the enhancements

listed in this publication (Appendix I) are stored at the University of

Alaska while most of the negatives since 1976 are stored at the Gilmore

Tracking Station. The enhancements are produced from the original satellite

digitized tapes which are normally only kept for 30 days before being reused.

Over 100 tapes of special interest have been permanently stored at the

University of Alaska Remote Sensing Library at the Geophysical Institute.

A listing of these tapes is attached (Appendix II). Standard VIS and IR

negatives for all Alaska passes processed at the tracking station are mailed

monthly to:

Satellite Data Services Branch
National Climatic Center
World Weather Bldg. Rm. 606
Washington, D.C. 20233
Attn: Mr. Gene Hoppe

Standard VIS and IR contact prints can be ordered from there.

A NOAA-satellite pass is divided into three frames. For a descending

orbit frame 1 covers the Arctic, frame 2 Alaska and the central Bering Sea
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and frame 3 SE Alaska and the Aleutian chain. Positive transparencies of

frames 2 and 3 for the orbit covering central Alaska and the Bering Sea are

archived at the Geophysical Institute, Remote Sensing Library where they

can be reviewed on a light table. During the time period of the Alaska

Pilot Project, from March 1974 to 31 October 1975, the three frames for each

satellite pass were taped together. During that period, we received up to

three daytime passes and one night IR pass. This imagery is archived at

the Gilmore Tracking Station. About a thousand copies of this imagery

including other cloudfree imagery of interest through 1976 is stored in

12 ringbinders. From 1977 to 15 September 1980 cloudfree imagery concen-

trating on the Gulf of Alaska and Arctic Ocean/Bering Sea has been archived

in 28 additional binders including the enhanced imagery listed here and

selected enlargements. Altogether this image collection consists of about

5000 prints stored at the Remote Sensing Library.
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1. INTRODUCTION

1.1 Statement of Purpose

The primary objective of the Alaska Outer Continental Shelf (OCS) Environ-

mental Studies Program is to develop an information base permitting prediction

of the spatial and temporal distribution of petroleum-related contaminants

following their hypothetical release in coastal waters. Such information,

taken in conjunction with seasonal and spatial descriptions of potentially

vulnerable marine resources, provides a critical input to the Bureau of Land

Management (BLM) environmental assessment program. BLM's program requires

background information for management decisions which may be necessary to pro-

tect the OCS marine environment from possible damage during oil and gas explora-

tion and development. To enable performance of this protective duty (a direct

outgrowth of the National Environmental Policy Act of 1969), pertinent data

must be available in readily useable form so that informed management decisions

can be made before serious environmental damage occurs.

In assessing the potential impact of OCS development upon the marine

environment, information on transport and transformation of petroleum-related

contaminants is of key importance. When introduced into the environment,

such contaminants can be transported in the atmosphere, in the water, or by

sea ice. During transport these contaminants undergo continual physical and

chemical changes brought about by processes such as evaporation, flocculation,

emulsification, weathering, biodegradation, and chemical decomposition.

The study discussed in this report addresses problems relating to transport

of contaminants. The OCS Environmental Studies Program transport studies have

been designed specifically to provide data that will enable BLM and other

agencies to:

* Plan stages and siting of offshore petroleum development so as to
minimize potential risk to environmentally sensitive areas;

* Provide trajectory, coastal landfall and impact predictions required
for cleanup operations in the event of an oil spill or the introduction
of other contaminants;

* Assist in planning the locations of long-term environmental monitoring
stations in the study area.
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Several inter-disciplinary studies have resulted from this program; the coastal

oceanography and meteorology element directly addresses the problem of contami-

nants movement in continental shelf waters.

The primary objective of OCSEAP oceanography and meteorology studies in

the northeast Gulf of Alaska coastal region has been to provide, through inter-

active field programs and analytical techniques, a capability for predicting

movement and distribution of OCS contaminants in the northeast Gulf of Alsaka

coastal environment. Specific program elements have required methodology

development and implementation of studies to supply information on:

* Temporal and spatial variability of coastal oceanic circulation in
the northeast Gulf of Alaska;

* Local wind fields and their influence on coastal circulation;

* Influence of regional climatological factors, especially coastal
runoff, upon coastal circulation and water mass structure;

* Influence of bottom topography upon circulation and mixing;

* Methods of applying data to the prediction of potential pollutant
pathways and impact sites in order to aid in assessing the vulnera-
bility of biotic resources and in design of effective cleanup
strategies.

These information requirements have been addressed through an integrated

program combining field and analytical research. Circulation has been addressed

by comparing currents inferred from the temperature and salinity distributions

with those observed directly using taut-wire moorings and drogues; inferred and

observed currents have also'been compared qualitatively with local freshwater

input. Littoral currents have been estimated from the incident wavefield and

from seabed drifter studies. Local wind effects have been estimated by com-

paring locally observed and computed regional geostrophic winds with the

observed currents. The remainder of this report addresses the results of these

analyses. The topographical, oceanographic and meteorological setting and the

scientific background are covered in the remainder of Section 1; the observa-

tional program is detailed in Section 2; observational results are presented

and discussed in Sections 3 - 5, and Section 5 integrates these results and

summarizes them within the context of OCSEAP program needs.
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1.2 Geographical Setting

In addressing physical oceanographic processes in the northeast Gulf of Alaska,

the focus is upon coastal and continental shelf regimes. Physical factors which

are known to exert primary control over circulation and mixing processes in such

regions include bottom slope and depth, continental shelf width, and orientation

of the coastline relative to the earth's rotational axis. On a smaller scale,

coastline and bottom topographic irregularities can exert significant influence

over local circulation patterns. Since a range of temporal and spatial scales

of oceanographic processes are addressed, those geographical and bottom features

which are expected a priori to significantly affect oceanographic conditions

must be discussed in some detail.

The northern Gulf of Alaska coastline forms an arcuate east-west trending

bight which comprises the extreme northern portion of the northeastern Pacific

Ocean (Figure 1). The study reported here has focused upon the northeast

Gulf of Alaska continental shelf portion of this region. The study area

extended seaward from the coastline to the continental shelfbreak (defined

approximately by the 200-m isobath) and extended alongshore from about Point

Manby, marking the westernmost entry to Yakutat Bay, to Cape Spencer on the

northern coast of Cross Sound. Although temperature and salinity data were

obtained throughout this continental shelf area, the program's major emphasis

was upon the coastal region within about 10 km of shore.

The continental shelf region encompassed by the study area has complex

bottom topography. While the overall shelf width is about 100 km, the presence

of transverse troughs effectively decreases the width in some places (Figure 1).

Off Yakutat Bay, the shelf is transected by Yakutat Canyon, with depths of about

200 m, which extends to the northwest across the mouth of the Bay and then sea-

ward. To the southeast, off Dry Bay, the shelf is again transected by a major

trough -- Alsek Canyon -- which also has depths of about 200 m. Both Yakutat

and Alsek canyons are about 20-km wide. The Fairweather Ground, an extensive

bank with depths of less than about 100 m, lies southeast of Alsek Canyon and

near the shelfbreak.
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Figure 1. Geographical setting of the study area in the northeast Gulf
of Alaska.
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The coastline within the study region is nearly linear between Yakutat Bay

and Cross Sound, showing little of the curvature which characterizes the northern
Gulf of Alaska coast on a larger scale. Major gaps in the coast are formed only

by Yakutat Bay and Cross Sound at the northwestern and southeastern boundaries,

respectively, of the study area. The coastline itself is composed of nearly con-
tinuous mountains with elevations in excess of 1000 m, including isolated peaks
as high as about 4000 m. Breaks in these mountains, in the form of transverse

valleys which lead through the mountain ranges, occur at Yakutat and Dry bays

and at the mouth of the Dangerous River.

1.3 Meteorological Conditions

Meteorological conditions in the northeast Gulf of Alaska coastal region

are dominated by seasonal variability. Atmospheric circulation over the northern
Gulf of Alaska is dominated during winter by a low-pressure trough, the Aleutian
Low, which defines a mean trajectory for severe cyclonic storms which originate

to the west along the Aleutian Islands, then migrate to the northeast and inten-
sify. Migration speed of these lows is typically 10-12 m/sec off Kodiak Island,
but they tend to slow and intensify over the northeast Gulf. Wind speeds during

these storms can be high; speeds higher than 48 kt occurred for 1 percent of the
samples obtained during November-February over a 15-year period in the coastal re-
gion off Yakutat (Brower et al., 1977). Though the statistics have not been rig-
orously analyzed, time scales for these storms appear to be 4-6 days. During
winter the coastal waters are therefore subjected to a series of wind events which,
averaged over an entire season, yield a mean southeasterly wind.

During summer the Aleutian Low weakens and is displaced by an atmospheric

high pressure system, the North Pacific High. The eastward-migrating low-
pressure systems are much weaker than in winter, and the resulting winds are
light and variable although there is still a net easterly component in summer.

As in winter, the wind field is event-dominated.

The presence of topographically-complex high mountain ranges along the

coastline probably has a strong influence on the local near-coastal wind field.

While these problems have not been specifically addressed in this study,

physical reasoning suggests that winds would be constrained by the coastal
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mountains to parallel the coastline within a certain distance offshore. In

addition, katabatic or drainage winds commonly blow from valleys breaching the

coastal mountains throughout southeast Alaska as relatively dense and cold air

from the interior drains through the valleys to sea level. These winds can

extend for an indefinite distance seaward and are characterized by high speeds

and low air temperatures. Informal sources in southeast Alaska have reported

winter wind speeds in excess of 50 m/sec and air temperatures well below

freezing.

Finally, mean monthly winter air temperatures in the near-coastal region

off Yakutat vary from a minimum of about -10 °C to a maximum of about +8 °C

(Brower et al., 1977).

The above combination of climatological factors leads to an annual fresh-

water discharge in the coastal band with a maximum approximately in October --

the normal time for onset of the winter storm season prior to the period when

most precipitation (due to depressed temperatures) occurs as snow. Freshwater

discharge is minimal in February-March, when most near-coastal precipitation

occurs as snow. There is a small secondary freshwater discharge maximum in

about May, when the onset of above-freezing temperatures leads to melting of

the coastal accumulation of snow.* Examination of coastal geography in the

northeast Gulf suggests that freshwater discharge will likely come primarily

from three sources within the study area: Yakutat Bay, with sources at the

glacial streams entering the head of the Bay; Dry Bay, via the Alsek River

whose watershed extends through the coastal mountains; and Cross Sound, which

has extensive freshwater sources in the southeast Alaska Archipelago to the

south.

1.4 Regional Oceanographic Conditions

Circulation in a continental shelf region is expected a priori to be

controlled by a number of environmental variables. These variables include

* An up-to-date discussion of coastal freshwater discharge in the northeast
Pacific, complete with statistical summaries of discharge data, is presented
in Royer ( 1979).
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the current along the shelfbreak seaward of the shelf, which can introduce momen-

tum onto the shelf through lateral transfer either as eddies or mean flow; local

winds which drive Ekman current systems; freshwater input as it affects the

baroclinic field; and,incident surface waves which generate littoral currents.

The resulting circulation is strongly influenced by the local bottom topography.

This section first summarizes recent oceanographic exploration and results in

the northeast Gulf of Alaska shelf region. Next, the large-scale oceanic circu-

lation which controls flow along the shelfbreak is briefly discussed. Finally,

those physical processes expected to be of major importance in the coastal region

are summarized.

Research in the northern Gulf of Alaska has been hampered in the past by a

lack of field data. The earliest reported study was that of McEwen, Thompson

and Van Cleve (1930) who used temperature and salinity data obtained along

sections normal to the coastline, including one off Yakutat Bay, to describe

and discuss regional hydrographic structure and currents over the shelf and

shelfbreak. Little field work was carried out in the northeast Gulf of Alaska

between the work of McEwen et al. and the onset of the BLM-sponsored Alaska

OCS Program in 1974. This lack of information was pointed out by Favorite,

Dodimead and Nasu (1976) who provided a thorough oceanographic summary of the

subarctic Pacific covering research through 1972, but found insufficient data

to address detailed oceanographic features in the northeast Gulf of Alaska.

A vigorous program of oceanographic data acquisition from the northeast

Gulf of Alaska continental shelf region commenced in 1974. This resulted first

in a characterization of seasonal variations in the water column in the northern

Gulf by Royer (1975). Later, Royer and Muench (1977) discussed some large-scale

surface temperature features which were related to the regional circulation and

to vertical mixing processes on the shelf. Hayes and Schumacher (1976),

Hayes (1978), and Holbrook and Halpern (1977) discussed variations in winds,

currents and bottom pressures on the shelf west of Yakutat Bay over February-

May 1975. Current observations obtained from the shelf west of Yakutat Bay

over 1974 through 1978 were analyzed by Lagerloef, Muench and Schumacher (1981).

An assessment of the effect of freshwater input on coastal circulation in the

northeast Gulf of Alaska was provided by Schumacher and Reed (1981) and by

Royer (1981b). A summary of overall oceanographic conditions in the northeast
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Gulf was prepared by Muench and Schumacher (1979). Results of these studies

were all consistent with the concept of a general northwesterly mean alongshore

flow, with wind-driven events occurring nearer the coastline and current events

farther offshore being more closely related to oceanic flow processes at the

shelfbreak.

Shelfbreak circulation is controlled by the cyclonic (anticlockwise)

mean circulation in the North Pacific subarctic gyre, driven by the large-scale

atmospheric flow and leading to northwesterly alongshore flow along the shelf-

break. The subarctic gyre has been indirectly discussed by various researchers

(cf. Munk, 1950; Carrier and Robinson, 1962; and numerous others). These largely

theoretical studies hypothesized that the gyre was driven by regional wind stress.

Only recently, the presence of an actual closed gyral circulation in the Gulf of

Alaska was proven using satellite-tracked drogued buoys by Reed (1980). Water

for this circulationoriginates in the North Pacific Drift, which flows eastward

from the vicinity of Japan and bifurcates west of Vancouver Island so that the

north-flowing branch follows the coastline and eventually becomes the northwest-

flowing Alaska Current off Yakutat. The lower-latitude origin of this water

gives rise to its characteristic temperature and salinity features, which

are then locally modified by severe cooling, wind mixing, and freshwater addition

on the northern Gulf of Alaska shelf as discussed by Royer (1975), Royer and

Muench (1977), and Royer (1981b and c).

Current speeds and volume transports along the shelfbreak in the northeast

Gulf of Alaska remain uncertain, although there is most certainly appreciable

seasonal variability in both. Computations of volume transport carried out for

the Gulf of Alaska gyre using wind stress curl by Ingraham, Bakun, and Favorite

(1976) suggested summer transports of near zero, while winter transports were

as great as about 25 x 10[superscript]6 m³/sec (in 1969), and also indicated a large year-

to-year variability. Their conclusions were borne out by Reid and Mantyla (1976),

who used sealevel data to estimate alongshore flow along the northern Gulf of

Alaska coastline. Reed et al. (1980) found, however, that baroclinic transports

in the Alaska Current off Kodiak Island show no detectable annual variation.

Most recently Royer (1981a) has used all available baroclinic transport data

to detect a weak annual signal. These varying results must all be extrapolated

to the northeast Gulf shelfbreak with caution, because intensification of the
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gyre into a concentrated shelfbreak boundary flow occurs only far to the west

off Kodiak Island (Thomson, 1972; Reed et al., 1980).

Shelfbreak flow in the northeast Gulf of Alaska is important to the present

study results only inasmuch as energy from this flow is transferred onto the

continental shelf. One mechanism for such a transfer is an alongshore sealevel

slope, due to the shelfbreak flow, which can in turn drive near-shore currents

as has been discussed for the Gulf of Maine by Csanady (1974). Another mechanism

is lateral frictional transfer of mean flow energy onto the shelf, e.g., in the

form of eddy-like features splitting off from the shelfbreak currents and migra-

ting shoreward as has been observed along the Florida Current (Lee, 1975). This

process,discussed in detail by Csanady (1975), can result in transfer of kinetic

energy onto the shelf from the shelf edge currents. Such features have been

observed on the shelf west of Yakutat Bay by both Hayes (1978) and Royer et al.

(1979).

Local winds are of major importance in generating currents on continental

shelves. This is expected to be particularly true in the northeast Gulf because

of the high intensity of the storm-driven winds during winter. Based upon current

data, Hayes (1978) concluded that local winds generated a significant local

current response near shore west of Yakutat Bay, but had insignificant effects

upon circulation near the shelfbreak. Locally wind-driven circulation on the

continental shelves can be classified either as free and forced waves (contin-

ental shelf waves) which propagate along the coastline, or as transient responses

(storm surges); some knowledge of the behavior of these waves is necessary for

understanding and anticipating locally wind-driven shelf circulation features.

A vast quantity of research has been carried out on these processes, as reflected

in the large amount of pertinent literature; an excellent up-to-date summary has

been prepared by Mysak (1980).

In summary, circulation in the northeast Gulf of Alaska region addressed

in this study is expected to exhibit a broad spectrum of phenomena which have

become commonly accepted as typifying continental shelf behavior. The driving

forces for the shelf circulation are a shelfbreak current, an internal baroclinic

field due to local coastal freshwater input, and extremely vigorous local winds.
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Once established, this integrated circulation is subject to control by a com-
plex bottom topography. Seasonal variations, due to variability both in coastal
freshwater input and in intensity of local winds,are also expected to be appreci-
able. In the remainder of this report,field data obtained in the region in
1980 through 1981 will be analyzed with the intention of clarifying which of these
processes are significant in the near-shore area and relating them to the fate of
OCS-related contaminants.
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2. OBSERVATIONAL PROGRAM

2.1 Program Rationale

Given a relatively simple physical situation, the oceanic velocity field

could ideally be recreated from first principles using a computer model. As

noted above in Section 1, however, the northeast Gulf of Alaska shelf region

poses an extremely complex set of physical problems which combine to make

a priori modeling impractical. The approach which has been used in this study

is, rather, application of relatively simple (i.e. when compared to a computer

model) analytic theories to carefully chosen observational results in such a

way as to extend the results and allow prediction of what might occur under a

given set of conditions.

The experimental program discussed below was designed and implemented with

the above philosophy in mind. However, the size of the Alaskan continental

shelf defies adequate measurement when considered within the context of pol-

lutant transport processes. Therefore, the program was designed to establish

statistics of the velocity field at a few selected locations and to supplement

these with process-oriented studies addressing both specific dynamical problems

and site-specific problems. The dynamical studies relate the observed velocity

fields to wind forcing, bathymetry, and freshwater input. The site-specific

studies address such problems as flow patterns at the heads of the two major

regional cross-shelf troughs and within the surf zone.

The field experiments were planned in such a way as to encompass the extreme

seasonal variability due to variations in the forcing parameters such as winds

and freshwater input (see Section 1). These experiments were conducted on two

separate cruises, each about 12 days in length. The first cruise was in October-

November 1980 when maximum annual accumulation of freshwater was assumed to be

present in the marine system, prior to the onset of winter storm activity with

attendant high local wind speeds. The second cruise took place in March-April

1981 when accumulated freshwater in the system was minimal, following the period

of most vigorous winter wind activity. In order to establish a statistical

basis for regional wind and current activity, during the October 1980 through

April 1981 period, time series of winds were obtained both from Yakutat Airport
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and as computed geostrophic winds, and current observations were obtained from a

single mid-shelf mooring.

The autumn and spring field experiments were identical to each other in

planning, execution, and goals. The intention was to observe the near-shore

(inside about 10 km) circulation and to relate these observations to the local

winds, coastal freshwater input, circulation farther offshore, and bathymetry.

Current observations were made using taut-wire moorings and radar-tracked

drogued buoys. Winds were observed using recording instruments deployed on

the coastline, from the vessel, and at Yakutat Airport, and were also computed

for the entire region as geostrophic winds. Temperature and salinity observa-

tions were carried out from shipboard using a CTD and were recorded as time

series by the recording current meters on the moorings. Finally, littoral

currents were determined using seabed drifters deployed and recovered from a

light aircraft. These observational programs are discussed below in detail.

2.2 Current Observation Program

The current observation program in the northeast Gulf of Alaska utilized

both current meter moorings and drogued buoys. The moorings provided time-

series records at fixed locations and allowed estimation of regional circulation

patterns, current variability, and time scales for significant current events.

The drogues provided estimates of the trajectories for near-surface water, and

thus the pathways likely to be followed by spilled petroleum. The drogue tracks

also provided supplementary data on the regional circulation. Finally, seabed

drifters were used to estimate littoral currents within a few hundred meters of

the beach.

2.2.1 Moored Current Meters

Current meters were deployed on taut-wire moorings in such a manner as to

record currents from about 4 km offshore to near the shelfbreak, with emphasis

on the region within about 10 km of shore (Figure 2). Six moorings were deployed

at the beginning of the autumn 1980 field program. Moorings 1-5 were recovered

at the end of the autumn field program, and Mooring 6 was left in throughout the

winter and was recovered at the end of the spring 1981 field program. In the
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Figure 2. Locations of moored current meter deployments in the northeast
Gulf of Alaska. Moorings 1-5 were deployed twice, from October-November
1980 and again from March-April 1981. Mooring 6 was deployed during the
entire October 1980-April 1981 period. Drogue deployments are indicated
by squares and meteorological stations are indicated by stars.
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spring, five moorings were deployed at the same locations as the fall moorings (1-5)
and were recovered at the termination of the spring field program along with
Mooring 6. Particulars for these moorings are given in Tables 1 and 2.

Mooring configurations were basically similar to those used for previous

OCSEAP moorings in the region (documented in Muench and Schumacher, 1979). Each

mooring consisted of one or two current meters suspended in a taut-wire configura-

ation using a 41-inch spherical float for primary buoyancy, a 2100-pound anchor

constructed from three railroad wheels, and an acoustic release (Figure 3). To
aid in mooring recovery in the event of failure of the primary spherical floats,
secondary flotation was designed into each mooring in the form of 12-inch vinyl

floats. This configuration provided enough tension for the mooring line (about

1000 poundgross positive buoyancy) to minimize chances of mooring noise intro-

ducing contamination into the current records.

Two different types of current meters, each having distinctly different modes

for recording data, were used. The two near-shore moorings (1 and 4) each utilized

a single AMF SeaLink Model 610 vector-averaging current meter to minimize wave

contamination of the current records due to interaction of incoming swell with a

shoaling bottom. The vector-averaging meters sense speed using a Savonius rotor

(east-west and north-south velocity components are sampled eight times per rotor

revolution) and sense direction using a vane and compass. For the present study

these values were vector-averaged at 7.5-minute intervals and recorded along with

temperature; the effect of the averaging is to remove wave- and mooring-induced

noise from the recorded data. The remaining moorings each used two Aanderaa

Model RCM-4 recording current meters provided by OCSEAP through the Coastal

Physics Group, Pacific Marine Environmental Laboratory. These current meters

record an average speed, along with an instantaneous direction, at the end of

each recording interval. The recording interval for Moorings 2, 3 and 5 was

5 minutes, while the interval at Mooring 6 was 30 minutes to allow acquisition

of the considerably longer record from that mooring. The vector-averaging meters

had respective minimum threshold speed and accuracy of 3 cm/sec and 2 cm/sec.

Corresponding values for the Aanderaa current meters were 1 cm/sec for both

parameters.

706



Table 1

SUMMARY OF INFORMATION CONCERNING DEPLOYMENT OF, AND INFORMATION OBTAINED FROM,
CURRENT METER MOORINGS UTILIZED IN THE AUTUMN 1980

FIELD PROGRAM IN THE NORTHEAST GULF OF ALASKA

Table 2

SUMMARY OF INFORMATION CONCERNING DEPLOYMENT OF, AND INFORMATION OBTAINED FROM,
CURRENT METER MOORINGS UTILIZED IN THE SPRING 1981

FIELD PROGRAM IN THE NORTHEAST GULF OF ALASKA
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Figure 3. Configurations of current meter moorings using vector-averaging
current meters (a) and Aanderaa current meters (b).
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Calibration (prior to and following each deployment) and data tape translation

were carried out for the vector-averaging current meters by the Technical Services

Group at the Graduate School of Oceanography, University of Rhode Island. Data

tape translation for the Aanderaa current meters was performed by Marine Data

Services of Corvallis, Oregon. After being transcribed onto nine-track tape,

all data were processed at SAI/Northwest on a PDP-11/60 computer system.

In evaluating the results of the current meter moorings, the effects upon the

resulting records from the two meter types' different recording modes must be

kept in mind. As noted above, the vector-averaging meters minimize wave- and

mooring-induced noise. On the other hand, the Aanderaa meters are subject to

contamination of records by wave and mooring noise. The meters deployed in the

northeast Gulf of Alaska were 15 m below the surface or, except for autumn

Mooring 5, deeper. Pearson et al. (1981) concluded that, in the case of meters

where the surface float was more than 18 m below the water surface, contamination

of the records was insignificant insofar as effects upon tidal and lower fre-

quency currents. Based upon this, it is possible that the uppermost meter at

autumn Mooring 5 suffered some contamination but that the remaining records are

relatively uncontaminated. Detailed intercomparisons between data sets recorded

using these different instruments have been reported upon by Halpern and Pillsbury

(1976a; 1976b) and Beardsley et al. (1977). Additional commentary on the validity

of records from Aanderaa current meters has been provided by Mayer et al. (1979)

and Pearson et al. (1981).

2.2.2 Lagrangian Current Observations

Lagrangian current observations were made in the near-shore region of the

northeast Gulf of Alaska using window-shade drogues attached to surface buoys.

Drogue depths were set so as to follow water motion at about 15 m. The buoys

were equipped with radar transponders to allow tracking using the research

vessel's radar. Configuration of the drifters is illustrated diagrammatically

in Figure 4.

There were two separate and distinct Lagrangian drifter experiments during

each of the two field programs. In the first of each pair of experiments, the

drogues were deployed about 0.5 km apart and their subsequent separation distances
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Figure 4. Configuration of radar-tracked drogued drifter used for Lagrangian
drift studies.
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during the experiment were recorded in an attempt to estimate dispersion. The

second experiment of each pair consisted of buoy deployments along a line normal

to the longshore current and subsequent tracking to better define the flow

field. Deployment locations coincided as closely as possible with current meter

mooring sites, to enable later comparison between drifter and current meter

results. The approximate areas covered by the autumn and spring drifter experi-

ments are indicated on Figure 2.

Drogued buoy positions were recorded at half-hour intervals during the

experiments. Positioning was accomplished by recording the ship's location,

determined using Loran C, along with a radar range and bearing to the buoy.

In cases where the locations suggested that a drogue was in danger either of

running aground or of exceeding the range of the ship's radar, the drogue was

recovered and redeployed. The resulting buoy positions were edited for "wild

points"which may have been due either to questionable Loran positions or error

in recording radar fixes. Such points were generally quite obvious, and were

discarded and replaced with interpolated values. The final data set was run

through a 5-point 2.5-hour "boxcar" filter to remove high frequencies and

facilitate intercomparison with other data.

2.2.3 Littoral Current Observations

Longshore water transports and bottom currents in the region in and just

offshore from the surf zone (< 400 m from shore) were addressed using two dif-

ferent methods. First, bottom currents were estimated directly using deployment-

recovery results for seabed drifters. Second, longshore wave-induced currents

were computed using estimated wave characteristics in conjunction with known

empirical formulae.

Seabed drifters were deployed on 18-30 October 1980 and 21-24 March 1981 at

the approximate sites shown on Figure 5. These drifters consisted of an 18-cm

diameter hemispherical head attached to a weighted tail-like shaft 50 cm long.

They were grouped into bundles of 50 each, held together for deployment by a

salt block that would dissolve to release them about three hours following

deployment. These bundles were launched from a light aircraft just following

high tide, in the surf zone along lines normal to the coastline. Three bundles

711



Figure 5. Launch site and schematic sea bed drifter paths from study
of littoral currents in October-November 1980 and March-April 1981 (see
appropriate sections for actual speeds and directions).
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of drifters were released at each deployment. The innermost was deployed shore-

ward of the breakers, the next group directly in them, and the outermost group

about 150 m seaward of the breakers. For three days following each set of launches

the beach was searched for drifters during the daylight low tide period using a

light aircraft. The relatively uniform and sandy aspect of the beach made spotting

of beached drifters easy, suggesting that most of the drifters which actually

went ashore were recovered.

Several factors contribute to the uncertainties in longshore speed computed

from the drifter recovery and release points. First, time of beaching is not

known precisely but is assumed to have been at or near high tide because most of

the recovered drifters were found at or near the high tide mark. Because

recoveries were limited to the daylight low tide, beaching may have occurred

at either of the two high tides between the second- and third-day recoveries.

Second, the release time for some drifters is uncertain because, at the time of

launching, the airstream generated by the aircraft broke 5-10 drifters loose

from the bundle at any given launch. In addition, wave action might have accel-

erated dissolution of some of the salt blocks more than others. Third, the

drifters may somewhat rectify a time-varying current and may therefore show

an apparent component due to wave-induced pumping. The magnitude of this

effect is uncertain, but it is not felt to be significant here relative to the

actual longshore currents. A final consideration stems from the fact that

the drifters passed through various regions (depending upon the tidal cycle)

en route from their launch site to the beach and that their residence times

in each of these regions are unknown. Presumably a pollutant passing through

the surf zone would be subject to the same effects, however, so this is not

viewed as a critical problem.

In order to provide an independent estimate of longshore currents, in the

form of a surface speed rather than the near-bottom velocity resulting from the

seabed drifter observations, computations were carried out using empirical

equations in conjunction with estimated wave parameters. Estimates of the

longshore surface currents produced by breaking waves were calculated using
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the equation

v = 1.19(gHb)[superscript]½ sin[alpha] cos[alpha] (Komar et al., 1976)

where a = angle of breaking wave relative to the coast,

Hb = height of breaking wave, and

g = acceleration of gravity.

The wave height was estimated visually during deployment and recovery of the

seabed drifters, and concurrent photographs were taken from a light plane for

later determination of the wave angle. Because of the complexity of the surf

zone, the wave height and angle measurements were primarily of the dominant

wave train. Irregular bottom slope and the contributions from different wave

directions make the situation complex, but it is felt that these observations

can provide a reasonable order-of-magnitude estimate of longshore currents.

Results are presented in Sections 3 and 4.

2.3 Temperature and Salinity Observations

Temperature and salinity observations necessary for determination of water

mass interactions such as mixing, for determination of the origins of water types,

and to aid in interpretation of current data were obtained from shipboard and as

time series from the current moorings. The shipboard sampling pattern encompassed

both large-scale shelf-wide spatial scales and small-scale near-shore features

through close-spaced sections.

2.3.1 CTD Observations

Temperature and salinity were observed at selected locations as a function

of depth using a shipboard conductivity/temperature/depth recording system (CTD).

These CTD operations were carried out coincident with the current studies described

above. Individual CTD casts were made both on a predetermined grid (Figures 6

and 7) designed to define the regional fields of temperature and salinity, along

closely spaced near-coastal sections to define the temperature-salinity structure

of the near-coastal currents, and following the radar-tracked drogues described

above. Data (such as locations and times) pertinent to these CTD stations are

given in Appendix 1.
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Figure 6. Locations of CTD stations occupied in October-November 1980.

715



Figure 7. Locations of CTD stations occupied in March-April 1981.
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Occupation of the CTD stations followed the general guidelines used in the

past for OCSEAP work (cf, for example, Muench and Schumacher, 1979). Data were

recorded only on the downcast, and the CTD lowering rate was held to 0.5 m/sec

or less to minimize spiking induced by sharp vertical temperature gradients.

Sampling was stopped at about 5 m above the bottom in shallow water and at about

10 m in deep water to avoid damage to the sensors. A water sample was obtained

for calibration purposes on every third cast. Sample interval during the down-

cast was 0.1 sec.

Calibrations for the CTD used for both autumn and spring cruises, furnished

by the Northwest Regional Calibration Center, provide an estimate of the standard

deviation for expected error in the measurements. For the CTD used on the

autumn cruise, accuracies for conductivity, temperature and pressure were

respectively 0.009 mmho/cm, 0.013 °C and 1 psi. Corresponding values for the

CTD used on the spring cruise were 0.011 mmho/cm, 0.009 °C and 1 psi.

Both of the cruises used Plessey Model 9040 CTD systems. For the autumn

cruise, data were digitally recorded on a Grundy Model 8400 deck unit and

seven-track Kennedy tape recorder. For the spring cruise, data were recorded

through a Grundy Model 8700 deck unit and a PDP-11/34 computer onto a DEC

Model TS03 nine-track tape recorder. Final processing of the CTD data was

carried out on a PDP-11/60 computer located at SAI/Northwest. Processing

routines were standard procedures such as utilized for previous OCSEAP work

and described in previous documents, and will not be described here.

2.3.2 Temperature and Conductivity Time Series

As described above, each of the Aanderaa recording current meters deployed

was equipped with sensors for measuring temperature and conductivity. Throughout

the records, these parameters were recorded at the same intervals as the current

information, and locations for these time series are the same as for the current

records (Figure 2). In contrast, the vector-averaging current meters did not have

provision for recording conductivity. They did, however, record temperature

throughout the mooring periods.
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The accuracy for the temperature and conductivity values recorded on the

moorings is approximately 0.1 °C and 0.1 mmho/cm, respectively, which is con-

siderably lower than that obtained from the CTD units. Preliminary comparison

between the recorded values and values obtained from adjacent coincident (in

time) stations using the CTD suggest that these estimated accuracies are rea-

sonable. Despite the relatively low accuracy, the time series records are

capable of detecting variations which can then be compared with coincident

events in the current field, making the time series records useful in inter-

preting the overall data set.

2.4 Wind Observations

During the autumn and spring field experiments, the local wind field was

measured through recording of wind speed and direction at two locations along

the coastline, at Yakutat Airport and aboard the research vessel, and was

computed as geostrophic winds by FNWC in Monterey, California.

Coastal winds were recorded during the field programs at locations along

the beach at Dry Bay and Ocean Cape (Figure 2) using Aanderaa automatic recording

weather stations. These stations were deployed prior to the beginning of the

oceanographic field program for both the autumn and spring cruises and were

recovered after the end of the oceanographic program, so that wind data were

acquired over the entire period. Station sites were chosen so as to be on flat

topography away from significant surface features, hills or forested areas.

Locations on the shore just inland from the beach proved particularly satisfactory

from this viewpoint because of the flat topography. The weather stations were

equipped with 10-meter masts and were set to record at 10-minute intervals. The

recording mode was the same as for the Aanderaa current meters, with speed

accumulated through the recording interval and wind direction recorded instan-

taneously once per interval. Minimum threshold wind speed for these instruments

is 30-50 cm/sec, with an accuracy of ±2 percent, with directional accuracy to

better than ±5 degrees.

Data from the Aanderaa weather stations were supplemented with the data

recorded by the National Weather Service at Yakutat Airport, which were supplied

on a magnetic tape. The airport wind observations were recorded at 3-hour
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intervals. Additional supplementary data were available in the form of the com-

puted geostrophic winds, available at six-hour intervals, provided by the Fleet

Numerical Weather Central by Mr. A. Bakun and computed according to Bakun (1975).

Finally, winds were observed at hourly intervals from the oceanographic vessel

during the field programs.

Long-term wind data were obtained in the form of the winds recorded at

three-hour intervals at Yakutat Airport, and in the form of six-hourly computed

geostrophic winds. These long time-series records coincided with the current

record obtained from Mooring 6 during October 1980 to April 1981.
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3. THE AUTUMN EXPERIMENT

3.1 Autumn Distributions of Temperature and Salinity

The temperature and salinity distributions for the northeast Gulf of Alaska

continental shelf region were determined using a shipborne CTD system and record-

ing current meters equipped with temperature and conductivity sensors (see

Section 2). The spatial distributions of temperature and salinity are presented

in this section.

The regional temperature and salinity fields are presented here as plan

views at depths of 5 m (Figure 8) and 100 m (Figure 9) and as vertical distri-

butions along a transect across the shelf from the coastline to seaward of the

shelfbreak (Figure 10). The most prominent feature of the distribution was

the narrow (~ 6 km) near-surface coastal band of low temperature (< 8.5 °C)

and low salinity (< 31 ‰) water. There was some tendency for the band to

widen by about a factor of two into a "bulge" southwest of Dry Bay (Figure 9a)

and to be somewhat narrower to the northwest than to the southeast of this

widening. On the vertical sections (Figure 10) the band is evidenced as a

surface wedge of water which had temperatures below about 8.5 °C and salinities

below about 31.0 ‰. The band was not evident at 100 m depth (Figure 9),

being constrained generally to depths above ~ 20 m.

Farther offshore, the horizontal distributions of temperature and salinity

were irregular (Figure 10). At 5 m the temperature andsalinity well offshore

south of Dry Bay appeared similar to that in the coastal band but were separated

from it by a region of warmer and more saline water. The depressed isohalines

at this location were also evident at 100 m depth. Prominent temperature ele-

vations (> 9.5 °C) were evident at 100 m depth overlying Alsek Canyon south of

Dry Bay. The general tendency at 5 m was for both temperature and salinity to

increase in the offshore direction. At 100 m, salinity increased offshore as

temperature decreased.

Because the near-shore band was the dominant feature in the temperature and

salinity distributions, it will be investigated in somewhat greater detail. Four

close-spaced (~ 5 km between stations) CTD transects occupied in autumn 1980 are
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Figure 8. Horizontal distributions of temperature (a) and salinity (b) at
5m depth for 23 October-4 November 1980. Salinity distribution within
Yakutat Bay is not shown, because the contours there are too closely packed
for adequate horizontal resolution on this scale.
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Figure 9. Horizontal distributions of temperature (a) and salinity (b) at
100 m depth for 23 October - 4 November 1980.
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Figure 10. Vertical distributions of temperature (a) and salinity (b) along a
transect normal to the coastline on 2 November 1980. See Figure 6 for location
of transect.
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especially suitable for documenting this feature. The vertical distributions of

temperature along these transects are shown on Figure 11. Temperature, rather

than salinity,is used as a tracer because it effectively shows the same features

and was, in several cases, a better indicator of water mass distribution (cf.

for example Figure 10). These CTD transects clearly indicate the relatively

constant (5-6 km) offshore extent and spatial continuity of the band in the

along-shore direction and its lack of penetration below about 20 m depth.

Near-surface temperatures in the band were somewhat lower (typically 8.5 to

9.0 °C) than at depth, although it is probable that observations along

Sections C and D (Figures llb and c) did not extend close enough to the

coastline to have detected the lowest temperatures present. Section B

(Figure lla) shows particularly well a thermocline which was present through-

out the deeper portions of the study region at about 100 m where the bottom

was sufficiently deep.

Features observed in the vertical distributions of temperature, salinity,

and density can be better seen in selected vertical profiles (Figures 12-15).

The strongest vertical gradients observed occurred in Yakutat Bay, where par-

ticularly cold (< 8 °C) and less saline (< 27 ‰) water was underlain by

warmer (~ 10 °C) and more saline (> 31 ‰) water (Figure 12). Outside

Yakutat Bay in the coastal band just off Ocean Cape, a similar vertical

structure was observed with the upper layer having slightly higher salinities

than in Yakutat Bay (Figure 13). The deep layer, following the pattern of

these two stations, was typified throughout the study region by temperatures

of ~ 10 °C and salinities of ~ 31.5 ‰. Farther offshore outside the coastal

band, the upper layer of the water column tended toward vertical homogeneity

and was underlain by a persistent gradient region at 75 to 125 m depth

(Figure 14). Temperature decreased sharply as salinity increased throughout

this vertical gradient region. The final profile illustrates the vertical

distributions of temperature and salinity near the shelfbreak (Figure 15).

At the location of this station, near-surface values were affected by a par-

ticularly cold and less saline lens of water which was not present throughout

the region as indicated by the patchy upper-level temperature distribution

(Figure 8).
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Figure 11. Vertical distributions of temperature along four transects normal
to the coast and having closely-spaced stations. See Figure 6 for transect
locations.
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Figure 11 (continued)
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Figure 12. Vertical profiles of temperature, salinity, and density at Station la
in Yakutat Bay. Station location is shown on Figure 6.
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Figure 13. Vertical profiles of temperature, salinity, and density at Station B1
just off Ocean Cape. Station location is shown on Figure 6.

728



Figure 14. Vertical profiles of temperature, salinity, and density of Station D5
on mid-shelf. Station location is shown on Figure 6.

729



Figure 15. Vertical profiles of temperature, salinity, and density at Station 13

near the shelfbreak. Station location is shown on Figure 6.
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To summarize, regional temperature and salinity distributions during

October-November 1980 were typified by a two-layered structure seaward from a

near-coastal band 10 km from shore. The lower layer was colder and more saline

than the upper layer, and the interface between layers occurred at 75-125 m

depths. There was a general tendency for salinity to increase, and temperature

to decrease, in the offshore direction. Superposed upon this regional distri-

bution was a narrow (< 7 km in most locations), shallow (< 20 m) coastal band

of water which was low in salinity and temperature relative to that water

immediately beneath and to seaward.

3.2 Observed Autumn Near-Shore Circulation

Water circulation was observed in October-November 1980 using current

meters on taut-wire moorings, drogued buoys, and seabed drifters (see Section 2).

Results of each of these observation sets will be discussed separately, because

each yielded a different type of circulation information.

3.2.1 Autumn Moored Current Observations

There was considerable similarity between the results from near-shore

Moorings 1 and 4 (cf. Figure 2), each of which was between 3 and 4 km offshore.

Time series from these moorings are presented in Figures 16 and 17. The two

records show three prominent flow characteristics. First, cross-shelf current

speeds were small relative to longshore current speeds. Second, the along-

shore flow was bimodal, with flow to the southeast nearly as frequently as to

the northwest (Figure 18). Finally, the currents at each location were dominated

by a relatively high speed (about 70 cm/sec at Mooring 4 and slightly less at

Mooring 1) along-shore northwest flow event or pulse beginning on 27 October.

At both Moorings 1 and 4, flow had been to the southeast prior to this pulse.

Another similar event also occurred late on October 31 at Mooring 1, when

simultaneous fluctuations in both the along-shore and cross-shelf components

indicated a current pulse at the mooring.

Mooring 2, located about 10 km offshore (Figure 2),had current meters at

40 m and 129 m. Data from these meters are presented in similar format

(Figures 19 and 20), except that a time series is presented of density instead
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Figure 16. One-hour lowpass-filtered time series of currents (as time-stick
vector plot, with vertically upward being north) from autumn Mooring 1. Mooring
location is shown on Figure 2.
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Figure 17. One-hour lowpass-filtered time series of currents (as time-stick
vector plot, with vertically upward being north) from autumn Mooring 4. Moor-
ing location is shown on Figure 2.
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Figure 18. Direction histogram illustrating the bimodal flow direction at
autumn Mooring 1. Mooring location is shown on Figure 2.
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Figure 19. One-hour lowpass-filtered time series of currents as time-stick
vector plot, with vertically upward being north, from the 40-m deep meter at
autumn Mooring 2. Mooring location is shown on Figure 2.
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Figure 20. One-hour lowpass-filtered time series of currents as time-stick
vector plot, with vertically upward being north, from the 129-m deep meter at
autumn Mooring 2.
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of temperature as for Moorings 1 and 4. Characteristics of the flow at

Mooring 2 were similar to those at Moorings 1 and 4. At the deeper current

meter, cross-shelf speeds were very small relative to along-shore speeds,

while at the shallower meter this was less evident than at either the deeper

meter or at Moorings 1 and 4. The along-shore flow was bimodal at all depths,

although the bimodality was far stronger at the upper current meter (Figure 21).

Finally, the same current pulse observed at Moorings 1 and 4 on 27 October

occurred at the upper meter at Mooring 2 a few hours after it was observed at

Mooring 1, reaching peak speeds of about 50 cm/sec. The along-shore pulse was

followed by a smaller peak in cross-shelf speed. The current pulse was also

observed at the deep current meter at Mooring 2, but was smaller than at the

surface and occurred somewhat earlier. The large fluctuations in density which

were apparent at the deep meter at Mooring 2 will be discussed in Section 3.3.

Mooring 5 was located about 9.4 km offshore at 65 m depth and had one

operational current meter at 17 m; the deeper current meter deployed on this

mooring malfunctioned and thus yielded no record. The most apparent difference

between the flow at the upper meter at Mooring 5 and those discussed above was

the relatively large cross-shelf flow at Mooring 5 (Figure 22). Mooring 5 also

detected the northwesterly pulse which was present at the other near-coastal

moorings, with a peak speed of about 50 cm/sec. A separate feature, unique to

Mooring 5, was a strong (> 50 cm/sec) current to the southeast persisting

from October 25 to October 27 prior to the northwesterly pulse.

Mooring 6 was considerably farther offshore -- about 70 km -- than

Moorings 1-5. Because it was so much farther offshore than the moorings dis-

cussed above, it recorded currents within a basically different mid-shelf

current regime than the older moorings discussed above. Results from the

Mooring 6 observations are shown on Figures 23 and 24. Both speed and

direction at the upper (29 m) meter showed considerable variability; a speed

pulse on one occasion (17 November, after the other moorings had been recovered)

was greater (nearly 80 cm/sec) than had been recorded elsewhere. Along-shore

and cross-shelf speed fluctuations were of the same order, unlike conditions

at the moorings nearer the coast where (except for Mooring 5) the flow was pre-

dominantly along-shore. Tidal fluctuations are evident on the plots, but

these fluctuations were secondary in significance to the longer period (~ 4 days)
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Figure 21. Histogram illustrating the flow direction tendencies at the shallow
meter on autumn Mooring 2.
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Figure 22. One-hour lowpass-filtered time series of currents as time-stick
vector plot, with vertically upward being north, from the 17-m deep meter at
autumn Mooring 5. Mooring location is shown on Figure 2.
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Figure 23. One-hour lowpass-filtered time series of currents as time-stick
vector plot, with vertically upward being north, from the 29-m deep meter at
autumn Mooring 6. Mooring location is shown on Figure 2.
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Figure 24. One-hour lowpass-filtered time series of currents as time-stick
vector plot, with vertically upward being north, from the 102-m deep meter at
autumn Mooring 6. Mooring location is shown on Figure 2.
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fluctuations such as that which resulted in the along-shore speed peak on

17 November. The net flow during the period of the autumn experiment was

easterly, with a great deal of directional fluctuation. Current speeds at

the lower (102 m depth) meter were lower than at the upper meter, and the

tidal signal was therefore relatively more significant. Visual inspection

of the plots suggests that coherency between the upper and lower records was

poor. At Mooring 6 there was no detectable signature of the along-shore

current pulse which had been a prominent feature of the nearer-shore records

on 27 October.

3.2.2 Autumn Drogued Buoy Observations

The first autumn drogued buoy experiment was conducted 26-28 October 1980.

The buoys were deployed within a 0.5-km radius and tracked for approximately

one day, after which Buoy 1 was retrieved and the ship broke off operations

to drop personnel in Yakutat. Tracking of the remaining two buoys was resumed

after a hiatus of approximately 23 hours due to storm conditions. The buoys

were subsequently tracked for 15 hours and then retrieved. A composite dia-

gram of all fall buoy tracks is displayed in Figure 25, and more detailed

individual buoy tracks are shown in Figures 26 and 27.

During Phase I of the first experiment, the buoys moved briefly in unison

due north then reversed direction, turning toward the southeast (Figure 25).

Statistically the buoy speeds (Table 3) for Phase I are essentially identical

with a mean speed for all three drogues near 13 cm/sec and peak speeds of

20-25 cm/sec. All three buoys initially traveled in the same water parcel for

this phase, and the separation distance between the buoys (Figure 28) decreased

during the first 12 hours (to ~50 m at some times). By 1600 hours on 26 October,

15.5 hours after deployment, the buoys started to disperse more rapidly. The

mean separation rates for this last part of Phase I ranged from 1.4 to 5.1 cm/sec.

Buoy 1 was now retrieved and the ship left the area as described above.

During its absence current conditions changed considerably. Both remaining

buoys (2 and 3) reversed direction and were traveling northwestward with con-

siderably higher speeds (Table 3). In Phase II of the experiment, peak speeds

of 47 and 105 cm/sec were reached at approximately 1100 hours on 28 October, thus
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Table 3

AUTUMN DROGUED BUOY SPEED STATISTICS
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Figure 25. Composite picture showing all drogued drifter tracks observed in
autumn 1980.
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Figure 26. Individual drogue tracks (a), (b), (c) followed by Drifters 1, 2, 3
respectively in the first autumn 1980 drogue experiment. Stars mark start points
for each drift track segment.
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Figure 26 (continued).
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Figure 27. Individual drogue tracks (a), (b), (c) followed by Drifters 1, 2, 3
respectively for the second autumn 1980 drogue experiment. Stars mark start points
for each drift track segment.
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Figure 27 (continued).
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Figure 28. Plot of separation between drogues as a function of time for the
autumn 1980 drifter experiment.
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lagging the peak winds by 10-12 hours (Figure 29). As Buoy 3 was subjected to

higher speeds, the average separation rate between the buoys reached 20 cm/sec

(Figure 28). Buoy 2, which was slightly offshore of Buoy 3 at the beginning of

Phase II, traveled ~ 50 percent slower and had a stronger northward component

than Buoy 3 (Figure 26), suggesting entrainment into a strong near-shore

current feature. After 14 hours of tracking, the buoys were retrieved and the

ship proceeded southeast for the second experiment.

For the second experiment, the buoys were deployed in a line roughly normal

to the coastline (Figure 25). Buoys 2 and 3 were deployed initially (Phase I)

with Buoy 1 being deployed approximately 15 hours later (Phase II). The buoy

tracks followed the bathymetry closely for both phases of this experiment (see

individual buoy tracks in Figure 27). This observed pattern of motion was due

to the steering influence of the sharp topography at the head of the Alsek Canyon

on the longshore current. Mean speeds (Table 3) were lower for Phase I than for

Phase II, as the buoys were turning under the influence of the topographic effect.

All three buoys showed increased speeds during Phase II, when mean speeds ranged

from 24 to 29 cm/sec and peak speeds reached 40 to 50 cm/sec.

Summarizing the drogued buoy data for the fall survey, considerable variability

was found in current speed and direction. A slow (~ 13 cm/sec) mean drift to the

southeast was found to reverse and become quite intense (~ 63 cm/sec) concurrent

with the onset of a storm event. Topography was observed to have considerable

influence on current direction at the head of a deep submarine canyon. Buoy

drift speeds increased by factors of two to three as buoys appeared to be

entrained from offshore into a stronger near-shorealong-shore current. Presence

of this accelerated flow was probably due in part to shoreward packing of stream-

lines as the water movement parallels isobaths shoreward along the upstream

(southeast) side of Alsek Canyon.

3.2.3 Autumn Littoral Currents

During the period of the littoral zone current study (28-30 October 1980),

strong northwestward currents were observed both in surface surf zone (~ 200 cm/sec)

and along the bottom (~ 30 cm/sec) as estimated using wave measurements and as

shown by seabed drifters, respectively. The strong currents were evidently caused
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Figure 29. Plot of drogue speeds as a function of time and vector wind observed
at Dry Bay.
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by storm-induced wave action which was maximum on 28 October, the day the

seabed drifters were launched.

The longshore surface currents (Table 4) were computed as described in

Section 2. They were highest the day of the launch (~ 196 cm/sec),were lower
the next day (~ 93 cm/sec), and eventually reversed direction on the last day

(~ -154 cm/sec) (these speed estimates are peak values valid only in the region
of breaking waves). Also displayed in Table 4 are vector-averaged along-shore

velocity values which should be more easily compared with the bottom velocity

values from the seabed drifters. The vector-averaged velocities do show a

strong northwestward current pulse on the day of the launch and a subsequent

decrease to levels similar to that seen in the seabed drifter velocities

discussed below.

Three groups of seabed drifters were also launched on 28 October, and

strandings were recorded as described above (Section 2). The three groups of

drifters will be discussed progressing from near-shore to offshore. The

recoveries from Group 1F occurred generally on the first day close to the

launch site, resulting from mean along-shore speeds to the northwest from

0 to 3 cm/sec (Figure 30a); two drifters from this group were recovered on

the second day and reflected similar speeds and no seabed drifters from this

group were recovered on the third search day.

The recoveries from Group 2F showed a distinct bimodal distribution of mean

speeds for the first day (Figure 30b). The lower speed peak ranged from 2 to

30 cm/sec, with a weighted mean value of 15 cm/sec. The higher peak showed

speeds ranging from 24 to 34 cm/sec, with a mean value of 29 cm/sec. The second

day of recoveries for this group showed two-day mean speeds to be similar to

the lower speed peak seen on the first day of recoveries, with speeds to the

northwest ranging from 2 to 16 cm/sec with a weighted mean of 12 cm/sec. Again,

no drifters were recovered on the third day.

The outermost group, 3F, had a recovery pattern similar to Group 2F

(Figure 30c). The first day of recoveries displayed a speed peak at 18 cm/sec

with some drifters having speeds up to 35 cm/sec. On the second day, the two-day

average speed was 12 cm/sec with values ranging from 8 to 16 cm/sec. No drifters

were recovered the third day.
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Table 4

AUTUMN SURFACE CURRENT VELOCITY
ESTIMATED FROM WAVE PARAMETERS*
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Figure 30. Histograms of longshore speed for Group 1 (a), Group 2 (b) and
Group 3 (c) fall 1980 seabed drifter studies. Positive longshore speed is to
the northwest. Circles show mean speed for a particular grouping of drifters,
and height above horizontal axis reflects number in group. Numbers within
circles indicate number of days over which speed was averaged (i.e. day of
recovery). Error bars allow for positional uncertainty, release time uncertainty
and error in time of stranding (usually the major source of error).
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Figure 30 (continued).

755



The similar recovery patterns for Groups 2F and 3F suggest that some

drifters from these groups were subjected to higher current speeds on the

first day. The remaining drifters showed similar speeds for the two-day period.

3.2.4 Autumn Wind Observations

The autumn 1980 wind data from the coastal meteorological stations are

presented in Figure 31. Coincident winds obtained from Yakutat Airport and

as computed geostrophic winds are presented within the context of discussion

of the over-winter time series in Section 5. Since these records all show the

same features during the autumn field program, it was not felt necessary to

include the longer-term time series plots at this point.

The scalar total and cross-shelf speed at Dry Bay (Figure 31a) showed a

great deal of fluctuation. In contrast, the along-shore speed showed relatively

small values except for three pronounced high-speed (> 20 m/sec) events which

occurred on about 17 October, 27-28 October, and 4 November. The wind speed

at Ocean Cape had smaller fluctuations than at Dry Bay, both in the along-shore

and cross-shelf directions except for the same wind events as observed at

Dry Bay -- those on 28 October and 4 November (the Ocean Cape record did not

start early enough to have recorded the 17 October pulse which was observed

at Dry Bay). As at Dry Bay, the wind pulses were primarily along-shore to the

northwest, though there was also a pronounced (7-8 m/sec) on-shore component

present during each such event. Since the 4 November wind events occurred

after the current moorings (except for Mooring 6, which was relatively far

offshore) had been recovered, the 27-28 October wind pulse is of primary con-

cern here. Relations between this pulse and the coincident observed current

events are discussed in Section 3.4.

3.3 Discussion of the Autumn Experiment

The foregoing description of the temperature, salinity, and current fields

observed in the study region during autumn 1980 reveals a regime which was

characterized by strong vertical and horizontal property gradients and by rapid

time variability. Prominent features of the temperature and salinity fields

included a low-salinity coastal wedge and a persistent deep pycnocline. The
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Figure 31. One-hour lowpass-filtered time series plots of wind speed, along-
shore and cross-shelf components at the Dry Bay (a) and Ocean Cape (b) meteoro-
logical stations during the autumn field program.
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variability of the currents, particularly close to the coast, was a prominent

feature. These features are discussed below using temperature-salinity and

time series analyses.

3.3.1 Temperature-Salinity Analyses

A composite temperature-salinity (T-S) plot has been constructed for the

shelf waters off the northeast Gulf of Alaska during autumn 1980 using all

stations obtained during the field program (Figure 32). This T-S diagram

suggests that the shelf waters may be divided in autumn into three separate

masses: (1) coastal water, having salinities of < 28 ‰ and temperatures

of 7-8 °C; (2) shelf water, having salinities of 31-32 ‰ and temperatures

of 9-10 °C; and, (3) deep ocean water, having salinities of > 32.5 ‰ and

temperatures of < 7 °C. The remaining waters in the region can be derived

through mixing of these three basic masses.

Coastal water was contained in the low-salinity/low-temperature band which

was a permanent feature throughout the study region along the coastline. The tem-

perature-salinity characteristics of this water resulted from admixture of fresh

water into the shelf water from the adjacent land. The northeast Gulf of Alaska

coastal region is characterized by extremely high rainfall, particularly in

autumn just prior to the period when the temperature/salinity data were acquired

(cf. Royer, 1979; 1981b; 1981c). Major fresh water sources for this coastal

band were Cross Sound (which enters the shelf region to the southeast of the

study region and contains freshwater input from southeast Alaska), the Alsek

River, the Dangerous River, and the various glacial streams entering Yakutat

Bay (cf. Figure 1 for locations). While satellite imagery suggests that fresh-

water input from these rivers may retain its identity as a plume over a relatively

short distance from the source, the horizontal salinity distribution (Figure 8)

suggests that bottom topography was as important in controlling the configura-

tion of the coastal band as the locations of major freshwater inputs. For

instance, the offshore bulge in the coastal band off the Alsek River was

probably due as much to the tendency for the along-shore flow to parallel

isobaths around the head of Alsek Canyon, as to the increased local freshwater in-

put from the river. Farther northwest, a steeper bottom topography coincided with
a narrower band configuration.
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Figure 32. Composite temperature-salinity diagram for autumn 1980, showing the
relationships between near-shore, shelf and deep ocean water masses.
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These waters defined by their temperature-salinity characteristics as

"shelf water" showed considerable variability toward their lower-salinity/

lower-temperature ranges, whereas there was a sharply defined cutoff for

temperature and salinity values at the high-temperature/high-salinity end

(Figure 32). This variability was probably due to the variable nature of the

inputs; freshwater, which mixes into the shelf water as low-salinity coastal

water,is highly variable in quantity as compared to the relatively constant

T-S character of the deep ocean waters. Shelf water occurred throughout the

shelf above depths of 75-125 m, where the pycnocline described above in

Section 3.1 separated it from deep ocean water. Only in one instance, in the

near-surface layers about 50 km south of Dry Bay (Figure 8), was there an

indication that coastal water was present at mid-shelf.

Deep ocean water, which was characterized by a relatively narrow range

of salinity values, occupied the deeper portions of the shelf and the oceanic

regions seaward of the shelfbreak. In particular, it was present in the deeper

portions of Yakutat Canyon. Based upon results of other research (Hsueh, 1980;

Lavelle et al., 1975; Nelson et al., 1978), a deep up-canyon flow would be

expected to occur in response to certain along-shore wind conditions which

would advect deep ocean water onto the shelf. The preponderance of along-shore

wind events in the study region suggests that such mechanisms were probably

responsible in part for shoreward flow of deep ocean water in the cross-

shelf valleys. Where shelf bottom depths exceeded about 100 m, a thin layer

of deep ocean water was evident in many instances near the bottom (cf. Figure 10).

The seaward boundary between deep ocean and shelf waters was marked in some

instances by a frontal structure where the shelf water intersected the surface.

Such a structure occurred between CTD Stations 37 and 38. Regions of mixing

between these water masses were characterized in addition by vertical fine-

structure, as illustrated in particular by the zone of interaction between the

coastal and shelf waters (Figure 13) and the shelfbreak region where deep ocean

and shelf water were interacting (Figure 15). Finestructure is, in a general

sense, indicative of dynamic mixing processes associated with sharp property

gradients such as occur in this region.
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The above depiction of water mass interactions in the study region may be

used to speculate qualitatively upon circulation. The general large-scale mass

boundaries -- coastal/shelf and shelf/deep ocean -- with local isobaths suggests

that the time-mean flow also parallels isobaths except for such instances as

on-shelf flow in the deeper portions of the cross-shelf valleys. Such a mean

advective regime is necessary for maintenance of these water mass boundaries.

This supposition is supported by the current observations except for those at

Mooring 6, although except for Mooring 6 these records are too short to rig-

orously define a "mean" flow. (Lagerloef et al. (1981) have shown that in

this region a minimum current record length of 60 days is required to obtain

a mean flow value in which we may have confidence at the 95 percent level.)

Dynamic considerations also lend credence to our observations; high-latitude

conservation of potential vorticity dictates that streamlines of the three

basic water mass types parallel isobaths.

Superposed upon the distribution depicted above, there was considerable

scatter in the mid-shelf region, as shown particularly clearly on Figures 8

and 9. Of particular interest is the "lens" of coastal type water which

occurred 40-50 km south of Dry Bay and was approximately outlined by the

31.5 ‰ isohaline at 5 m (Figure 8b). This lens may have originated from

Cross Sound to the southeast and been advected by the mean flow northwest to

its observed location. Alternatively, it may have been a remnant of coastal

water which was originally present in the coastal band off Dry Bay and was

then advected to the observed location by offshore surface flow resulting from

relaxation of the shelf waters following a wind-driven downwelling event.

(This latter possibility will be more thoroughly discussed below in Section 3.3.2)

Because no data were acquired prior to the time when the feature was observed,

it is impossible to determine which of these two mechanisms was responsible.

Whatever the source, these irregular features are reflected in the composite

temperature-salinity plot (Figure 32) as "streamer-like" sets of points extend-

ing toward lower temperature/lower salinity values from that portion of the plot

defining shelf water. It is possible that the locations of these streamers

relative to the portions of the curves connecting shelf water/deep ocean water

and shelf water/coastal water reflect the ages of the features. Older features

which had been on mid-shelf for a longer period of time, especially those farther

seaward, might reflect a greater admixture of shelf-deep ocean water.
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3.3.2 Circulation Analyses

This section considers the circulation features observed using the drogues

and moorings, and the observed features are correlated with winds and fluctuations

in the temperature and salinity fields. Because the moored current records were

relatively short compared with the time scale for events -- 12-day records as

compared with an event time scale of 5-6 days (cf. Section 5) -- no attempt was

made here to compute "mean currents." The main current vectors presented in

Section 6, for comparison with a diagnostic model, should be viewed with caution

because of the high variability which was observed. To reiterate (see Section

3.3.1 above), Lagerloef et al. (1981) found a minimum recording period of 60 days

necessary to obtain meaningful "mean" currents in the northeast Gulf of Alaska

shelf region. Therefore, this section will concentrate instead upon the nature

of the time variations and will attempt to link these with dynamical processes

which may aid in explanation and predictability.

As for computation of "mean" currents, no attempt has been made to con-

struct dynamic topographies. Again, this decision was based on the observed

high temporal variability coupled with non-synoptic temperature-salinity

sampling. The temperature and density time series observed at the moorings

(Figures 16, 17, 19, 20, 22, and 24) reveal that large (as great as 1 °C and

1 sigma-t unit) rapid (time scales of a few hours) fluctuations occurred,

particularly at Moorings 2 and 6. Since several days were required to occupy

the CTD grid with frequent breaks in the sequence to track drogues, for bad

weather and for other operational reasons, significant variations probably

occurred in the density field during occupation of the grid. In conjunction

with non-synoptic nature of the temperature and salinity data, the noise

level introduced by these time variations would be expected to introduce an

unacceptable level of uncertainty into an estimate of dynamic topography.

These effects would be particularly bad in the near-shore region within about

10 km of the coastline, where the observed fluctuations were greatest and also

where experimental results are of most interest to this program.

Near-shore Moorings 1 and 4 exhibited flow which was strongly constrained

to flow in the along-shore direction. The flow was thus bimodal, being either

to the northwest or to the southeast for about equal portions of the 12-day
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record obtained from each mooring. Flow constraint in the along-shore direction

was governed by topographic influences both by the sloping bottom and due to the

close proximity (< 4 km) to the beach. The small cross-shelf velocity fluctu-

ations appeared upon visual -inspection to be due primarily to the tidal currents.

Only in one instance (27-28 October at Mooring 4) was there a small (~ 20 cm/sec)

offshore current event which coincided with the large ( ~ 70 cm/sec) north-

westward pulse (Figure 17).

Offshore Moorings 2, 5, and 6 showed far less tendency toward solely along-

shore flow. Because they were farther from the beach (> 10 km) than Moorings 1

and 4, they were subject to less topographic control. The deeper current record

from Mooring 2 is an exception because it was close enough to the bottom that

control was imposed by the sloping bottom topography. The near-surface records

from Mooring 6 (Figures 23 and 24) showed the greatest cross-shelf fluctuations.

In both these cases, the moorings were located in areas where the isobaths were

at large angles to the coastline; for Mooring 5, isobaths were nearly normal to

the coast as they formed one side of Alsek Canyon. It is likely that a portion

of the fluctuations at Moorings 5 and 6 were due to eddying motions resulting

from the interaction of a weak mean flow with complex bottom topography.

The reasons for the strong southeasterly flow in the near-shore region

(Moorings 1 and 4) are uncertain. The major northwestward current event which

was observed at Moorings 1, 2 (upper meter) and 4 on 27-28 October correlated

with a storm center which passed over the region and generated strong (~ 15 m/sec)

along-shore winds to the northwest (Figure 31). The spatial distribution, magni-

tude, and along-shore propagation speed of the current event suggested that it

behaved as a continental shelf wave generated by the storm (Temple and Muench,

1981). Flow just prior to and (at Mooring 1) just after this northwestward

pulse was lower in speed and to the southeast. It is possible that the south-

easterly flow may have been due in part to a relaxation of the system following

the northwesterly flow, abetted by the curvature of the northeast Gulf of Alaska

coastline. This possibility is discussed to greater extent below within the

context of the current, temperature, and density time series.

Presence along the coastline of the low-salinity/low-density band of water

suggests that a northwesterly along-shore baroclinicflow should have been present

rather than the observed bimodal flow with no significant net northwesterly
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preference. Because the current meters at Moorings 1 and 4 were, respectively,

at 26 and 38 m depths and the density signature of the coastal band did not

extend appreciably below about 20 m, it is possible that a northwestward flow

associated with the low-density band was present but undetected by our moorings.

However, the drogued buoys were set to track water motion at about 15 m depth

(cf. Section 2) and so should have detected northwesterly flow of the coastal

water. Referral to the drogue velocities (Figure 29) shows that, except for a

brief period (< 24 hr) on 26-27 October, the drogues traveled to the northwest

with speeds as high as about 70 cm/sec occurring on 28 October. The drogue

tracks (Figures 25) indicate the constancy of this northwestward flow except

for the single reversal event, and Table 3 indicates mean speeds of order

30 cm/sec. The low mean speeds for Phase I of Experiment 1 reflected incor-

poration of the reversal into the mean speed computation, whereas the high

average speeds for Drogue 3, Phase II were due to incorporation of the northwest-

ward pulse into the means. The consistent 30 cm/sec northwestward drift

recorded at 15 m depth by the drogues suggests that the near-surface coastal

flow was characterized by speeds of about 30 cm/sec to the northwest.

In conclusion, northwesterly along-shore flow associated with the low

density coastal water band (1) had speeds of order 30 cm/sec, (2) was limited

primarily to depths above 20 m, and (3) occurred primarily within about 9 km

(the approximate offshore distance for Moorings 2 and 5) of the coastline.

These observations are consistent with theory, which predicts that this sort

of coastal flow will occur primarily within a distance from the coast equal

to the computed internal Rossby radius of deformation. In this case, this

length scale is about 7 km or approximately the same as the observed width

of the low-density band (Figure 11). Based upon observations in previous

data bases, Reed and Schumacher (1981) concluded that there was no appreciable

coastal flow in the northeast Gulf of Alaska. However, based upon the above

analysis, it now appears that such a flow may in fact have been present at the

time these data were collected, but was probably contained in too narrow a coastal

band to have been detected by their temperature-salinity data, most of which were

more than 10 km from the coastline.
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3.3.3 Littoral Currents

In Section 3.2.3, results are presented from a field study of littoral

currents which was conducted by a seabed drifter experiment and analysis

through application of engineering equations to estimated incoming surface

wave heights and directions. Both observed longshore seabed drifter speeds

to the northwest, and longshore speeds predicted by the analytic equations were

greatest when waves approached the beach from the south-southeast, as would

be expected. In addition, there was also a southeasterly wind generally pre-

sent which would have contributed to local wind forcing of a northwest current.

At no time was a longshore littoral current observed in the southeasterly

direction. This absence was a reflection of the wind stress and the resulting

wave field, directed toward the northwest in this region in autumn-winter; in

general, a northwesterly littoral current would be expected to exist through

most of the winter due to the dominant southeasterly winds. The speeds observed

with the seabed drifters -- of order 10-30 cm/sec -- may be considered as a

representative estimate of the current speeds. Since these drifters tracked

bottom water, this would also represent the longshore speed seen by contaminants

which had been introduced into bottom sediments in the surf zone.

3.3.4 Summary

The results of the autumn field experiment can be briefly summarized as

follows:

1. The regional temperature-salinity distribution defined coastal,
shelf and deep ocean water masses. Coastal water was constrained
primarily to a 20-m-deep layer within 10 km of the coast, except
for isolated lenses which might be periodically advected well
off the coast. Shelf water occupied the bulk of the region from
the coast to the shelfbreak. Deep ocean water occurred seaward of
the shelfbreak and beneath the shelf water on deeper portions of
the shelf. The coastal water had the lowest temperatures and
salinities observed; the shelf water had higher temperatures and
intermediate salinities, and the deep ocean water had the lowest
temperatures and highest salinities.
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2. Circulation on the shelf was in general highly variable. Below the
20-m-deep coastal water in the near-coastal region, it was bimodal
in the along-shore direction. The wedge of coastal water was character-
ized by a northwesterly flow of order 30 cm/sec, but was subject to
occasional reversals to a southeasterly flow. Strong northwesterly
current pulses were driven by southeasterly storm-related winds, with
the magnitude of the pulse decreasing in the offshore direction.
Currents near Alsek Canyon were particularly variable.

3. Littoral currents were along-shore to the northwest in response to
wind waves from the south-southwest and sea surface set-up, and had
near-bottom speeds of 10-30 cm/sec.
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4. THE SPRING EXPERIMENT

4.1 The Spring Distributions of Temperature and Salinity

The temperature and salinity distributions were determined in the same way

for the spring as for the autumn experiment (see Section 2). This section pre-

sents the spatial distributions of temperature and salinity observed using the

CTD.

The regional temperature and salinity fields are presented as horizontal

plan views at depths of 5 m (Figure 33) and 100 m (Figure 34) and as vertical

distributions along a transect across the shelf from the coastline to seaward

of the shelfbreak (Figure 35). For comparison with the autumn distributions,

the transect shown in Figure 35 was chosen to coincide spatially with that shown

above in Figure 10 for the autumn distribution.

The 5-m temperatures in spring 1981 were characterized by values which were

low relative to those observed in autumn: 6.3 and 7.1 °C compared to 8-9 °C

in autumn. Spatial variability in spring was similar to that found in autumn,

or about 1 °C, with a tendency for lower temperatures near the coast. The 5-m

salinities were about 0.2 ‰ higher off the shelfbreak in spring than in fall

but were more than 1 ‰ higher in the coastal band. This was a major dif-

ference between the autumn and spring salinity distributions; the low-salinity

near-coastal band was highly attenuated in spring.

Shelfbreak temperatures at 100 m in spring were 6-7 °C (Figure 34a), similar

to those observed in autumn. Farther onto the shelf, temperatures were 6-7 °C

in spring whereas in autumn they had been 8-9 °C. Salinities at 100 m were

similar in spring to those observed in autumn; they varied gradually from about

32.0 ‰ near-shore to about 32.8 ‰ near the shelfbreak (Figure 34b).

As in autumn, both the 5-m and the 100-m temperatures and salinities were

characterized by horizontal variability on mid-shelf and near the shelfbreak.

At 5 m a region of low-temperature (6.5 °C) and low-salinity (31.9 ‰) water

lay near the shelfbreak south of Dry Bay. The corresponding feature at 100 m

(Figure 34) was characterized by high temperatures (7.3 °C) relative to colder
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Figure 33a. Horizontal distribution of temperature (°C) at 5-m depth, 20 March-
3 April 1981.
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Figure 33b. Horizontal distribution of salinity (‰) at 5-m depth, 20 March-
3 April 1981.
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Figure 34a. Horizontal distribution of temperature (°C) at 100-m depth,
20 March - 3 April 1981.
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Figure 34b. Horizontal distribution of salinity (‰) at 100-m depth,
20 March - 3 April 1981.
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Figure 35a. Vertical distribution of temperature (°C) along a cross-shelf tran-
sect, 30 March 1981. Location-of transect is indicated on Figure 7 by station
number.
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Figure 35b. Vertical distribution of salinity (‰) along a cross-shelf tran-
sect, 30 March 1981. Location of transect is indicated on Figure 7 by station
number.
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water to the northwest and southeast and by lower salinities (32.2 ‰). These

features coincided approximately with the southeastern side of Alsek Canyon.

The vertical transects of temperature and salinity (Figure 35) indicate

that most of the cross-shelf temperature and salinity gradient occurred within

about 30 km of the coast. Temperature increased from 6.3 to 6.9 °C throughout

the water column over this distance, and salinity increased from 31.6 to 32.0 ‰.

Seaward of this zone of horizontal gradient, whose outer bounds were defined

approximately by Stations 42-43 (Figure 35), temperature varied by less than

0.1 °C and salinity by less than 0.2 ‰ in either the horizontal or vertical.

There was no indication in the shelfbreak region of the strong horizontal gradients

which were present during autumn (Figure 10) between Stations 37 and 38. In the

deeper water (> 100 m) off the shelfbreak, salinity increased to oceanic values

of 33-34 ‰, similar to the autumn case. Temperatures below about 350 m were

similar to those in autumn, i.e. approximately 5.0-5.5 °C. Temperatures between

about 100 m and 300 m were higher in spring (5.5-7.3 °C) than in autumn (5.2-5.0 °C),

providing the only instance where higher temperatures were present in spring than

in autumn.

As in the autumn case (Figure 11), near-shore closely-spaced CTD transects

were occupied along the coastline in spring to better define coastal hydrographic

features. The temperature distributions along these transects are presented in

Figure 36, where B is the easternmost and E is the westernmost transect. Tran-

sects B, C, and D (Figures 36a-c) show little or no evidence of the low-temperature

coastal wedge which was evident during autumn (Figure 11). Only at Transect E

(Figure 36d) was there a region of strong horizontal temperature gradient, found

at about 1 °C over 5 km between Stations El and E3. These closely-spaced transects

therefore support the observation that the coastal wedge which was a prominent

feature in the autumn temperature-salinity field was greatly diminished or absent,

depending upon location along the coastline, in the spring.

Details in the vertical distributions of temperature and salinity can be

seen, illustrating general features, by referring to selected vertical profiles

(Figures 37-40). As in autumn, the maximum stratification was present in

Yakutat Bay (Figure 37). The relatively low density of water above ~ 20 m was

due primarily to its low salinity. Below 20 m the water was relatively uniform
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Figure 36. Vertical distribution of temperature (°C) at four transects normal to
the coastline, 20 - 24 March 1981. Locations of transects are indicated on
Figure 7.
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Figure 36 (continued).
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Figure 37. Vertical profiles of temperature, salinity and density at station 18 in
Yakutat Bay. Station location is indicated on Figure 7.
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Figure 38. Vertical profiles of temperature, salinity and density at station 43
near the coast. Station location is indicated on Figure 7.
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Figure 39. Vertical profiles of temperature, salinity and density at station 6
at mid-shelf. Station location is indicated on Figure 7.
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Figure 40. Vertical profiles of temperature, salinity and density at station 40
seaward of the shelfbreak. Station location is indicated on Figure 7.
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in the vertical except for a slight near-bottom salinity (and hence density)

increase. Station 43 (Figure 38), in the coastal region off Ocean Cape, illus-

trates the lack of vertical structure in the coastal water. The only signifi-

cant vertical gradient found was in temperature, which increased by about 0.1 °C

from the surface to bottom; farther offshore, mid-shelf Station 6 (Figure 39)

reveals that a low-temperature layer was present at about 100 m. Salinity

increased by about 1 ‰ from surface to bottom. Finally, Station 33 seaward

of the shelfbreak (Figure 40) illustrates the vertical transition to deep ocean

water characterized primarily by the gradual temperature decrease with increasing

depth and the relatively uniform density below about 200 m. The vertical pro-

files for spring showed far less finestructure than was observed in autumn.

To summarize, the regional temperature and salinity distributions in

March-April 1981 were typified by a far smaller variation in temperature and

salinity than was observed the previous autumn, although considerable horizontal

variability was still present off the shelfbreak. The autumn coastal band was

nearly absent, being evidenced only weakly at Transect B and more strongly at

Transect E. Water on the shelf away from the coast was nearly uniform except

for perturbations which apparently coincided roughly with the southeastern

border of Alsek Canyon. In general, temperature and salinity both decreased

with increasing depth and offshore distance.

4.2 Observed Spring Near-shore Circulation

As in the autumn case (Section 3.2), observations obtained using moored

current meters, drogued buoys, and seabed drifters will be presented separately

here.

4.2.1 Spring Moored Current Observations

The records from Moorings 1 and 4 showed considerable similarity to each

other in spring (Figures 41 and 42). Both these moorings were located about

4 km from the coastline. The current meter on Mooring 1 was considerably

shallower (17 m) than that on Mooring 4 (34 m), but despite the differences

in deployment depth both showed a consistent along-shore flow toward the

northwest with only a brief period (1-2 April) of weak reversal to southeasterly
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Figure 41. Time-series plots of 1-hour filtered current velocity (north is vertically
upward), alongshore and cross-shore speed and temperature at 17 m, mooring 1.
Mooring location is indicated on Figure 2.
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Figure 42. Time-series plots of 1-hour filtered current velocity, alongshore
and cross-shore speed and temperature at 34 m, mooring 4. Mooring location is
indicated on Figure 2.
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flow. This behavior was in sharp contrast to the coastal flow in autumn 1980,

when currents were bimodal with flow along-shorein either direction about

50 percent of the time. Flow speeds in spring were highly variable and

reached maxima of nearly 70 cm/sec on 23-24 March at Mooring 1 (Figure 41) and

on 26-27 March at Mooring 4 (Figure 42). Cross-shelf speeds were usually below

about 10 cm/sec, though on 22 and 27 March they exceeded 20 cm/sec at Mooring 4.

Visual inspection of the records suggests that a significant portion of the

cross-shelf flow at Moorings 1 and 4 was tidal in nature. The records were,

however, too short in duration for meaningful computation of energy spectra or

tidal constituents. The along-shore flow was correlated at both moorings, with

pulses on 22, 24, 27, and 30 March being evident in both records.

Both meters on spring Mooring 2 malfunctioned and yielded no records of

significant length, and the upper meter on Mooring 5 also malfunctioned. There-

fore, only the deeper (52 m) record from Mooring 5 is available as an indication

of flow about 10 km from the coastline (Figure 43). Flow at this location was

consistently toward the north, in rough alignment with local isobaths which at

that location are strongly influenced by the presence of Alsek Canyon (see

Figure 2). While there was some direction fluctuation about the northerly flow,

only on 21, 25, and 31 March was there a weak reversal to southerly flow. Maxi-

mum flow speeds were about 30 cm/sec, and speeds were in the 15-20 cm/sec range.

The maxima in northward flow on 23-24 and 27-28 March coincided with northwesterly

flow peaks which were also observed at Moorings 1 and 4 (Figures 41 and 42).

Tidal fluctuations appeared to be secondary in magnitude relative to the lower-

frequency pulses. As for Moorings 1 and 4, however, the record was too short

for quantification of this observation.

Currents recorded on Moorings 3 and 6 provided documentation of mid-shelf

currents during the spring field program (Figures 44-46). At Mooring 3 flow was

consistently toward the north. Speeds were higher (~ 25 cm/sec) at the 37-m deep

upper current meter (Figure 44) than at the 120-m deep lower meter (Figure 45)

where speeds were 10-15 cm/sec. Reversals to southerly flow were infrequent,

occurring only on 25 March, 6-7 April, and (at the deep meter only) 21-22 April.

Visual inspection of the along-shoreand cross-shelf speed plots reveals tidal

currents which were appreciable but insufficient to reverse the flow from

northerly to southerly.
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Figure 43. Time-series plots of 1-hour filtered current velocity, alongshore
and cross-shore speed,and density (sigma-t) at 52 m, mooring 5. Mooring location
is indicated on Figure 2.
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Figure 44. Time-series plots of 1-hour filtered current velocity, alongshore and
cross-shore speed,and density (sigma-t) at 37 m, mooring 3. Mooring location is
indicated on Figure 2.
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Figure 45. Time-series plots for 1-hour filtered current velocity, alongshore and
cross-shore speed,and density (sigma-t) at 120 m, mooring 3. Mooring location is
indicated on Figure 2.
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Figure 46. Time-series plots for 1-hour filtered current velocity, alongshore and
cross-shore speed,and density (sigma-t) at 102 m, mooring 6. Mooring location
indicated on Figure 2.
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A current record was available only from the 102-m deep lower current meter

on Mooring 6 (Figure 46). This record indicated that flow was fluctuating and

generally easterly, varying from northeast to southeast in the same fashion as

was observed during the autumn experiment (Figure 24). Speeds were 15-20 cm/sec

with an obvious tidal signal as was recorded at Mooring 3. This current record

showed by far the greatest directional variability of any of the spring moored

current records.

4.2.2 Spring Drogued Buoy Observations

The drogued buoys in the first spring survey were initially separated by

3.5 km (Figure 47), more than the autumn separation distance, to ensure a shorter

time period before the buoys started to disperse. After an initial period of

moving toward the southwest, both buoys changed to a northwestward direction,

Buoy 6 first followed by Buoy 5 (Figure 48). The buoys had similar speed statis-

tics (Table 5), with mean speeds near 20 cm/sec and peak speeds of 40-45 cm/sec.

The winds for this period were primarily out of the southeast at 4-5 m/sec.

After initially staying within 2-3 km of each other, the two buoys separated

at a mean rate of ~13 cm/sec; near the end of the experiment this rate returned

to zero.

The second spring experiment, conducted from 24-27 March 1981, has been

broken up into four phases for statistical purposes. The three buoys were

deployed out from the coast in a line approximately 20 km farther southeast

than during the autumn survey. Buoy 4, nearest the coast, moved northwestward

while Buoys 5 and 6 tracked towards the southwest (Figure 48). The two south-

westwardly moving buoys had mean speeds similar to Buoy 4 (10-15 cm/sec),

while their peak speeds were higher (34-35 cm/sec as compared to 22 cm/sec;

see Table 5) and their directions were more erratic (Figure 50). Because

Buoy 4 was moving toward shallow water where recovery would be difficult, it

was retrieved and redeployed farther off shore (Figure 49). The frequent gaps

in data taken during this experiment were due to equipment problems, position

uncertainties, and buoys drifting out of radar range of each other.

Buoys 5 and 6 were redeployed for a short period (Phase II). Although the

statistics from this experiment are provided in Table 5, they are probably not

particularly meaningful due to the short recording period (three hours).
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Table 5

SPRING SURVEY DROGUED BUOY SPEED STATISTICS
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Figure 47. Plot of separation between drogues 5 and 6 as a function of time.
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Figure 48. Drift tracks for drogues 5 (a) and 6 (b) during the first spring drogue
experiment. Stars indicate deployment locations. See Table 5 for statistics.
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Figure 49. Drift tracks for drogues 4 (a), 5 (b) and 6 (c) during the second
spring drogue experiment. Roman numerals (I-IV) refer to different phases of
the experiment. Stars indicate deployment locations. See Table 5 for statistics.
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Figure 49 (continued).
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Figure 50. Plots of wind velocity as a function of time (uppermost plot), and
drogue velocity derived from trajectories as a function of time. Both wind and
drogue velocity vectors are oriented toward direction of movement. North is
vertically upwards.
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During Phase III all three buoys were redeployed. Buoy 4 was deployed in a

region of northwestward flow, as evidenced by its significant mean and peak

speeds (16 and 33 cm/sec, respectively). Buoys 5 and 6 changed direction towards

the northwest and were entrained into the same strong flow (see Figure 48); this

change, which can also be seen in Figure 50 along with the dramatic increase in

speed for Buoy 6, happened simultaneously with the onset of a wind event

(Figure 50). At this point Buoy 6 was retrieved.

During the final phase (IV) of the experiment, Buoys 4 and 5 moved in the

northwesterly current with mean speeds of 20-26 cm/sec and peak speeds of

32-35 cm/sec. These two buoys moved along the coast and displayed the topo-

graphic steering effect that was evident during the same experiment of the

autumn survey.

In summary, the spring survey showed consistent northwestward flow along the

coast for the period of the drogue buoy study, in agreement with the moored

current observations. There was some evidence that a storm event influenced the

circulation. The topographic steering of the current seen in the autumn was

observed at the head of the Alsek Canyon.

4.2.3 Spring Littoral Currents

The longshore surface current speeds and seabed drifter recoveries showed

much lower speeds in spring than in the previous autumn's survey, probably as a

consequence of the lack of strong storm events during the spring measurement

period.

As shown in Table 6, the wave-driven surface current was southeasterly at

about 57 cm/sec the day of the launch, reversing to a strong northeasterly flow

which subsided the next day and reversed direction again to southeasterly flow

on the third day. The vector-averaged velocities (Table 6) show a pattern

similar to that seen by the seabed drifters: the first day's average velocity

values imply flow to the southeast while all three subsequent days show values

which imply flow to the northwest. In a different trend than seen with the

seabed drifters, the current speed decreased over those three days, perhaps as

a result of uncertainties in estimating the wave parameters.
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Table 6

SPRING SURFACE CURRENT VELOCITY
ESTIMATED FROM WAVE PARAMETERS*
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The seabed drifters were launched 21 March 1981, with strandings recovered

over the following three-day period. Results from the in-shore group 1S

(Figure 51a) show a slight southeast flow for the first-day recoveries, gradually

changing to a moderate northwest flow. The drifters showed a range of speeds on

the first day from -4 to 2.5 cm/sec, with a weighted mean of -2.5 cm/sec (negative

values imply flow to the southeast). By the second day, the flow was to the

northwest with a two-day average speed of 1 cm/sec and a range of 0-4 cm/sec.

By the third day the northwestward flow was well-established, with one recovery

reflecting a speed of 9 cm/sec.

The results from Group 2S (Figure 51b) also reflect this reversal of flow

from southeast to the northwest. The first-day recoveries showed southeast flow

with a weighted average of -2 cm/sec and a range from -3.5 to 1 cm/sec. On the

second day the two-day average speed was 1 cm/sec, with a range from 0-5 cm/sec.

The three-day average speeds ranged from 5-11 cm/sec with a mean of 8 cm/sec.

Group 1S and 2S thus showed similar patterns in the reversal from southeast

to northwest flow. The third group 3S, which was farthest offshore, did not show

this pattern, but its results are consistent with the other groups (Figure 51c).

Since there were no recoveries of this group the first day, flow for that period

was integrated into the two-day average values which showed a large number of

recoveries centered around a mean of 4 cm/sec, slightly higher than the two-day

mean values from the other groups. On the third day one drifter was recovered,

reflecting a three-day average flow of 8 cm/sec; this is not significantly dif-

ferent from the two-day mean speed, considering the uncertainty in the measurements.

To summarize the spring data, the two in-shore groups of recovered drifters

showed a reversal in current direction from southeast to northwest followed by a

gradual increase in speed. While the offshore group did not show this reversal,

its results are consistent with this pattern.

4.2.4 Spring Wind Observations

Winds recorded at the beach locations near Dry Bay and Ocean Cape during the

spring program (Figure 52) showed the same event-dominated wind pattern that had

been observed during autumn 1981. Speeds at both locations were generally
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Figure 51. Histogram of alongshore speed for seabed drifters from groups
1 (a), 2 (b) and 3 (c). Positive is northwestward.
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Figure 51 (continued).
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Figure 52. Time-series plots of 1-hour filtered wind velocity (north is vertically upward), alongshore
and cross-shelf speed at Ocean Cape (a) and Dry Bay (b). Location of meteorological stations are indicated
on Figure 2.



5 m/sec or less except when a storm event passed through the region. During

periods of low wind speeds the winds were westerly. Discrete storm events,

during which winds became easterly, were observed on 23-24 and 27 March; during

these events, wind speeds attained values up to about 15-20 m/sec, with the

higher speeds being associated with the later storm event. The storm winds

were well correlated between the Ocean Cape and Dry Bay recording stations and

were also observed at the vessel which was carrying out the concurrent oceano-

graphic observation program.

4.3 Discussion of the Spring Experiment

The temperature and salinity fields observed in the study region during

spring 1981 were characterized by generally lower temperatures, higher salinities,

and smaller vertical and horizontal gradients than were observed in autumn 1980

(Section 3). There was, nevertheless, a level of spatial variability similar to

that observed in the earlier experiment. Currents in spring exhibited a more

consistent flow to the northwest than was present during autumn, although con-

siderable speed variability was still present. The coastal current which had

been observed in autumn was greatly diminished during spring. These observations

are discussed below using temperature-salinity and time series analyses.

4.3.1 Temperature-Salinity Analyses

A composite temperature-salinity (T-S) plot has been constructed for the

shelf waters off the northeast Gulf of Alaska during spring 1981 (Figure 53).

For comparison purposes, the water masses which were defined for the autumn 1980

data are indicated on this plot by dashed lines. It is immediately apparent that

the only autumn water mass to retain its identity unchanged in spring was the

"Deep Ocean" Water having temperatures below about 7.5 °C and salinities greater

than 32.0 ‰. The Coastal Water, a major identifiable water mass during autumn,

was represented in spring only by the scattered T-S points falling to the left

(lower-salinity side) of the Deep Ocean Water. The Shelf Water had salinities

between about 31.5 and 32.3 ‰, coincident with the highest salinities observed

for this water mass in autumn, and temperatures of 6-7.5 °C.
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Figure 53. Composite temperature-salinity plot for the northeast Gulf of Alaska in
spring 1981. Dashed lines define water masses which were identified during the
autumn 1980 field experiment.
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The altered (as compared to autumn) temperature-salinity characteristics of

the water in spring can be explained qualitatively as due to the combined effects

of winter cooling, wind-mixing, and near-cessation of coastal freshwater input to

the coastal regions. The nearly complete absence of Coastal Water in spring was

due to the lack of coastal freshwater input which was in large part responsible

for the presence of this water mass the preceding autumn. The few scattered

low-salinity points on Figure 53 were due to samples obtained within the few

attenuated coastal river plumes along the coast and off Yakutat Bay. This input

was not, however, sufficient to create a well defined low-salinity mass of Coastal

Water.

Compression of the Shelf Water into a narrower range of salinities in spring

than in autumn was also due in part to lack of freshwater admixture. Lateral

mixing with the Coastal Water had been responsible, during autumn, for low-end

salinities for the Shelf Water. Absence of the Coastal Water in spring therefore

removed the source for low salinities in the Shelf Water, with the result that

spring salinities were contained within a relatively narrow range of values.

Winter cooling prior to occupation of the spring CTD stations was responsible

for the lower Shelf Water temperatures in spring than in autumn, with the lowest

temperatures observed occurring in the near-surface near-coastal waters (see

Figures 33-35) and higher temperatures occurring near the bottom at the shelfbreak.

The Shelf Water temperature distribution in spring reflected, therefore, the more

intense cooling near the coast due to lower air temperatures and shallower depths

there, and the admixture of warmer Deep Ocean Water near the shelfbreak. The

increase in temperature in the Deep Ocean Water between about 100 and 350 m

between autumn and spring (see Section 4.1) was not due to local processes but

rather an effect of circulation variations in flow off the shelfbreak. Vertical

gradients associated with this feature were at times quite large; an example is

shown in Figure 39, which shows a vertical profile from mid-shelf. The strength

of the gradients suggests that the feature was being maintained by circulation

because, in the absence of strong advection, vertical diffusive processes would

have rapidly decreased the gradients.

Unlike the autumn case, spring temperature and salinity distributions were

not characterized by well defined horizontal gradients or frontal zones which
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separated the water masses (compare, for instance, Figures 10 and 35). This was

due to combined cessation of the processes which acted during summer and autumn

to maintain the gradients (i.e. warming and freshwater admixing) and an increase

in the mixing processes which tend todiminish such gradients. Vertical mixing

processes during winter would have been abetted in particular by thermohaline

and wind mixing.

The appreciable accumulation of low-salinity near-coastal water at Section E

(Figure 36d) suggests that freshwater was still being added to the head of

Yakutat Bay through the winter. Since a significant portion of the freshwater

addition to this Bay is thought to occur via subglacial streams (Reeburgh et al.,

1976), there is no way to verify this contention directly.

Much of the horizontal variability in temperature and salinity at 100 m

(Figure 34) can be explained in terms of flow of Deep Ocean water onto the shelf.

Such water was evident in Alsek Canyon as 7.3 °C water (Figure 34a) and had

probably flowed shoreward along the canyon as was inferred from the autumn 1980

T-S distribution (Section 3). The parcels of relatively cold (6.1-6.7 °C) and

saline (32.3-32.6 ‰) water along the shelfbreak south of Yakutat Bay and at

the extreme southeastern corner of the study region (Figure 34b) were of the

proper characteristics to be Deep Ocean water. The water in Alsek Canyon had

originated from slightly greater depths than the water on the shallower portions

of the shelf, which explains its higher temperature.

Some of the variability may also have been due to eddy-like structures

originating off the shelfbreak. Royer and Muench (1977) have hypothesized the

presence of such eddies in the region to the west using satellite data. Hayes

(1979) hypothesized, using current data from the Icy Bay region, that current

fluctuations near the shelfbreak were due to offshore eddies. Lagerlof et al.

(1981) suggest that eddies may explain low frequency current fluctuations

observed on the shelf to the west of Dry Bay. Cyclonic "cold-core" eddies

might explain presence of the low temperature areas observed off the shelfbreak,

and are of the proper horizontal scale (~ 50 km) to be in qualitative agreement

with previous work.
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As in autumn, there was a general parallelism between the isopleths of

temperature and salinity and the isobaths, upon which the above fluctuations

were superposed. The parallelism supports the concept of a generally northwest-

erly flow along the coastline, as for the autumn case, and is in agreement with

the dynamic principle that streamlines of flow should be expected to follow iso-

baths at these latitudes.

4.3.2 Circulation Analyses

In this section, the circulation features observed during the spring deploy-

ments of Moorings 1-5 and the final segment of the overwinter deployment of

Mooring 6 are considered. The comments provided at the beginning of Section 3.3.2

concerning record length apply also to this section.

In sharp contrast to the autumn records, the spring records from Moorings 1

and 4 nearest the coast indicate that flow was consistently toward the northwest

in the along-shore direction (Figures 41 and 42). Large speed variations were

present, superposed on this northwest flow. Inspection of the records reveals

a good visual correlation between the identifiable current pulses at these

moorings. Comparison with the wind records obtained over the same time period

indicates that the current pulses on 22, 24, and 27 March were correlated with

strong northwesterly wind events (cf. Figure 52), suggesting that these pulses

were wind-driven in nature. Coherence between along-shore currents and winds

is theoretically to be expected based upon shelf circulation theory (LeBlond

and Mysak, 1979). A similar tendency was observed west of Yakutat by Hayes (1979),

although his moorings were deployed only beyond about 10 km from the coastline.

Hickey (1981) has recently shown a high correlation between coastal current

events and local winds off the Pacific Northwest continental shelf.

The small cross-shelf (relative to along-shore) flow reveals a strong bathy-

metric control over the currents, which paralleled isobaths. While tidal currents

were evident in the cross-shelf flow components, they were small (< 10 cm/sec)

relative to an along-shore flow which at times approached instantaneous speeds of

70 cm/sec. This small tidal flow near the coast is due to the continuity require-

ment that currents normal to the coastline go to zero at the coastline. A

similar tidal current pattern was observed in the shelf region south of Kodiak

Island (Muench and Schumacher, 1980).
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Mooring 5 exhibited flow which was northerly except for minor reversals on

21, 25, and 31 March. The northerly orientation paralleled local isobaths which

defined the shoreward end of Alsek Canyon (Figure 2). This was particularly

pronounced at Mooring 5 because only the deeper of the two records was usable

and proximity to the bottom made the tendency to parallel isobaths more pro-

nounced.

Mooring 3, the farthest off the coast, exhibited a strong northward flow at

both depths, with instantaneous speeds at 37 m depth of about 40 cm/sec and

speeds at 120 m of about 20 cm/sec with one peak (on 12 April) approaching

40 cm/sec. The reason for this strong cross-shelf flow is uncertain, but it

is probably related to interaction between the regional northwestward flow and

local bathymetry.

The record from Mooring 6 was dominated by the tidal signal, which was

considerably stronger than the weak mean flow (cf. Figure 46). This record was

in sharp contrast to those from the other spring moorings, all of which had

shown relatively consistent flows toward the north-northwest. Conversely, the

long-term mean flow at Mooring 6 was easterly (see Section 5.1) and weak

relative to the instantaneous current events. As for Mooring 3, the reason

for this consistently "reversed" flow is uncertain; it probably is due to

topographic effects, in particular the location of the mooring north of Fair-

weather Bank.

The overall circulation pattern observed in spring 1981 showed a consistent

flow toward the north-northwest, with lower directional variability than in

autumn 1980 except for Mooring 6. Results obtained from the moorings were in

agreement with those derived from the drogued buoys (Figure 50) and, unlike the

autumn case, showed less variation with depth. There was pronounced convergence

of streamlines at the heads of the cross-shelf troughs, these being most evident

at the head of Alsek Canyon both in currents obtained from the moorings and in

the drifter results (Figure 49a). This convergence was responsible for the

high currents at Moorings 1 and 4, relative to those observed at other moorings.

Reasons for the strong cross-shelf flow component at Mooring 3 and for the small

easterly mean flow at Mooring 6 are uncertain.
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4.3.3 Littoral Currents

The seabed drifter program and accompanying analytical computations, as

described in Section 4.2.3, revealed that the littoral currents were far weaker

in spring 1981 than they had been the previous autumn (see Sections 3.2.3 and

3.3.3). This was because most wave activity was directed directly onshore in

spring, and there was not therefore an appreciable longshore wave-induced trans-

port. Some reversals to a southeasterly longshore flow in the littoral zone

were also observed -- an indication that waves were actually coming from a

westerly direction, in sharp contrast to the autumn picture.

Since the littoral currents are a response to waves impinging upon the

beach, they reflect both the swell which has propagated for long distances

across the North Pacific and the regionally-generated wind waves. Reference to

Brower et al. (1977) reveals that in the March-April period the wave field off

Yakutat normally is undergoing a transition. Waves tend to come from the east-

southeast or the west-southwest, with waves from the south occurring relatively

infrequently. This directional bimodality appears to be a consequence of the

wind direction field over the same period. By April, however, waves show a

marked tendency to be from the west, with about 42 percent from the west-

southwest (Brower et al., 1977), and have a height preference from 1 to 3 m.

This study's littoral current data, which are a direct reflection of the wave

field, show this March-April transition toward eastward wave propagation. The

lower littoral current speeds also are in part a reflection of smaller wave

heights in March-April than in October-November. Based upon this comparison

between the present results and those which would be inferred from the wave

fields documented in Brower et al. (1977), the autumn and spring observations

made in this study appear to be representative for those times of year.

4.3.4 Summary

The results of the spring field experiment can be briefly summarized as

follows:

1. The regional temperature and salinity distribution showed consider-
ably less variability on the continental shelf and near shore in
spring than during autumn. Of the three water masses defined on
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the basis of their temperature-salinity characteristics in autumn,
only the Deep Ocean Water remained relatively unaltered from autumn
to spring. The Shelf Water had been cooled and mixed so that it
occupied a far smaller temperature-salinity range than in autumn.
The Coastal Water was nearly entirely absent, being represented
only at a section off Yakutat Bay, and had lower temperatures than
in autumn. The area which had been occupied in autumn by Coastal
Water revealed presence only of Shelf Water in spring, except for
the Yakutat Bay section. Deep Ocean Water occupied the region off
the shelfbreak and extended shoreward along the bottom of Alsek
Canyon, as it had during autumn. Temperature and salinity irregu-
larities off the shelfbreak suggested the presence there of eddy-
like structures associated with the shelfbreak flow.

2. Circulation on the shelf was generally far less variable than during
autumn and showed a consistent northwesterly flow upon which were
superposed spatial variability due to interactions with the bottom
topography and temporal variability due to local wind forcing. In
particular, northwesterly flow pulses near shore coincided with
strong southeasterly winds. Currents near the heads of Alsek and
Yakutat canyons followed the bathymetry and showed accelerated
speeds due to convergence of streamlines at the canyon heads. Only
at Mooring 6, northeast of Fairweather Bank, was the observedcurrent
weak, variable, and tidally dominated, with a weak eastward component
throughout the six-month record.

3. Littoral currents were smaller than in autumn and were bimodal in
the along-shore direction, in response to the March-April shift
in the wave field from southerly-easterly to southeasterly-
southwesterly.
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5. OVER-WINTER WINDS AND CURRENTS

As described above (Section 2), current mooring 6 was left deployed during

the October 1980-April 1981 period in order to detect variations having longer
time scales than would have been detectable with the 12-day autumn and spring
Moorings 1-5. To supplement the data from Mooring 6, wind data taken at
Yakutat Airport and computed geostrophic wind were obtained for the same over-
winter period. This section briefly describes and discusses the results of

these over-winter observational efforts.

5.1 Over-Winter Currents at Mooring 6

Two current meters were deployed on Mooring 6 (see Figure 2 for location).
The shallower of the two malfunctioned early during the mooring period, and

the usable portion of its record has been discussed above (Section 3). The

current meter at the deeper level (102 m) provided a record nearly 5.5 months

long, bracketing the over-winter period October 1980-April 1981; this record is

shown in Figure 54. The along-shore and cross-shelf components have been
one-hour filtered to remove high-frequency noise. Since, however, the sampling

interval of the current meter was 30 minutes, the record is little altered from

the raw data. The record is remarkably "clean" and shows no current speeds

higher than about 50 cm/sec. Because of the compressed time scale, the tidal

components appear as "noise" on the lower frequency fluctuations in Figure 54.

The plot of velocity as a function of time (Figure 54, top) was derived from
the one-hour filtered values by subsampling every eight hours. Although this
probably removed some of the peak current speeds, it has preserved the essentially

fluctuating nature of the record.

There were two prominent features of the 102-m deep current record from

Mooring 6. The first, seen upon visual inspection of Figure 54, was the tendency

for flow events to occur on a time scale of five to six days. These events

were of similar magnitude in the along-shore and cross-shelf directions and

consisted primarily of fluctuations between northeasterly and southeasterly flow,
although reversals to westward flow did occur at infrequent intervals. The second
was a net easterly flow which persisted throughout the record. Since the record

was longer than 60 days, it satisfied the requirement derived by Lagerloef et al.
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Figure 54. One-hour filtered currents at mooring 6 for the 102-m deep current
meter plotted as a function of time.
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(1981) for minimum record length needed to yield a mean current velocity valid at

the 95 percent confidence level. The vector-averaged over-winter mean velocity

at 102 m at Mooring 6 was 6.1 cm/sec at 82 °T.

The 5- to 6-day time scale for flow events was similar to that reported

by Hayes (1979) for the continental shelf region off Icy Bay, about 100 km west

of Yakutat. Hayes concluded that at the 100 m isobath, a large part of the

observed current variability in the 5- to 6-day band was due to local wind

forcing. The observations that local winds during the mooring period were

characterized by 4- to 6-day time scales (Section 5.2) is also consistent with

this contention. However, lack of a long-term cross-shelf array of moorings

containing both current meters and pressure gauges precludes a rigorous analysis

of local wind/current interaction such as was carried out by Hayes. In addition,

Hayes' analysis was carried out on data obtained from a relatively simple

(compared to the region of the present field program) shelf area, while the

results reported here were subject to probable topographic influences not

considered significant in Hayes' analyses.

The reason for the appreciable long-term net eastward flow at Mooring 6 is

uncertain. It is probably related to location of the mooring north of Fairweather

Bank, a shoal area, and may reflect an anticyclonic circulation around the Bank.

A similar weak (5-10 cm/sec) anticyclonic flow over Portlock Bank in the north-

west Gulf of Alaska off Kodiak Island was reported by Muench and Schumacher (1980),

who speculate that flow over bottom topography in the region was controlled in

large part by potential vorticity conservation constraints. A similar mechanism

in the present study area would dictate anticyclonic flow about Fairweather Bank

and a consequent southeasterly flow north of the Bank as observed at Mooring 6.

5.2 Over-Winter Local Winds

Winds used for the over-winter analysis were obtained from the National

Weather Service office at Yakutat Airport in Yakutat (cf. Figure 1) and as

computed geostrophic winds from FNWC in Monterey, California. The filtered

time series obtained from these two sources are shown in Figures 55-57. The

velocity time series (Figure 55) illustrate the overall directional trend of

the winds. The easterly and northerly speed components illustrate the agreement
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Figure 55. 30-hour filtered winds as observed at Yakutat airport and as computed
geostrophic winds plotted as a function of time for September 1980 - April 1981.
Wind blowing toward north is up.
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Figure 56. 30-hour filtered east and north wind speed components from Yakutat air-
port and as computed geostrophic winds plotted as a function of time for September-
December 1980. Positive east (north) indicates wind was blowing toward the east
(north).
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Figure 57. 30-hour filtered east and north wind speed components from Yakutat air-
port and as computed geostrophic winds plotted as a function of time for January-
April 1981. Positive east (north) indicates wind was blowing toward the east (north).
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between the Yakutat Airport and computed winds for individual events (Figures 56-57).

Both the wind series show two distinct features. First, the net wind direction

through the winter was easterly-southeasterly, with the computed winds having a

greater south component than the airport winds. This net direction is because the

winds fall along the northeastern portions of cyclones which propagate into the

region as part of the Aleutian low-pressure trough. The directional difference

between observed and computed winds is due to isobaric blocking by the mountainous

coastline which does not affect the computed winds but does, however, cause the

observed winds to parallel the coastline. Thus, the computed winds may actually

provide the better approximation to the true offshore wind field. Conversely, the

observed winds may be more indicative of conditions over the 10-km wide coastal

oceanic region focused upon by this program.

The second apparent feature of the winds is the domination by events having

time scales of 4-6 days. This observation is in agreement with statistics computed

from historical data by Brower et al. (1977). The 4- to 6-day time scale is due

to propagation of cyclonic low-pressure systems into the region along the Aleutian

Low pressure trough. Visual comparison between the observed and computed winds

shows that the majority of wind events were evident on both records. Because

the storm systems propagate in a nonstationary fashion, i.e. they occur over time

scales varying from about 4 to 6 days, spectral analyses applied to the entire

record yield a broad flat energy peak over that range. Application of maximum

energy method (MEM) analyses to monthly data sets through the winter yielded,

however, more concise information on time scales. The MEM method is capable of

resolving time scales (or periods, for periodic functions) given sample inter-

vals which are short -- of order one period or even less. However, this method

does not provide reliable estimates of the relative magnitude of energy peaks

which are found at different frequencies. An example of a normalized MEM spectrum

for the computed geostrophic wind speeds for the month of November 1980 is shown

in Figure 58; the spectra for the other months were similar and will not be shown

here. The peak at about four days shifted slightly from month to month but was

consistent over most of the winter, and represents the most dominant frequency for

propagation of high-wind-speed storm events into the area. These spectral esti-

mates therefore are consistent with time scales derived from visual inspection and

from the historical data as presented in Brower et al. (1977).
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Figure 58. Normalized spectral estimate for computed geostrophic wind speeds during
November 1980, computed using a Maximum Entropy Method (MEM) routine.
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5.3 Summary

The results from the over-winter current observations from Mooring 6 and the

over-winter wind observation program can be summarized as follows:

1. Mean flow at 102 m at Mooring 6 was about 6 cm/sec directed toward
82 °T for the entire October 1980-April 1981 period. Eastward flow
at this location was probably due to interaction of a northwesterly
regional flow with a rise in the bottom topography.

2. Mean winds for the region were southeasterly (toward the northwest)
through the winter. This directional orientation reflects the
origin of the winds from eastward-propagating cyclonic low-pressure
systems, and is normal for the region.

3. Both currents and winds exhibited events which were large relative
to the means and which had dominant time scales of 4-6 days. For
the winds, the time scale was that associated with propagation of
discrete cyclonic storm systems into the region. Conventional
wisdom concerning continental shelf dynamics, coupled with the
observed similarity in time scales, suggests that the current
variations were a result of wind fluctuations, although compli-
cations introduced by a complex bottom topography precluded
rigorous analyses of these interactions.
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6. SUMMARY AND DISCUSSION

In this section the observational results presented in Sections 3-5 are

summarized and discussed briefly within the context of possible effects on the

fate of contaminants related to OCS petroleum development activities. Whereas

each of the above sections dealt with a specific season, except for the over-

winter time series, this section integrates results from the different seasons

in order to present as general a depiction of regional transport processes as

possible while at the same time retaining information pertinent to major sea-

sonal variability. Finally, autumn and spring mean currents are summarily com-

pared with the results of the Galt and Watabayashi (1980) diagnostic model.

The results of this investigation can be summarized:

1. A coastal band of water relatively low in temperature and low in
salinity was present in autumn 1980 but was no longer in evidence
in spring 1981. When present, this band was about 7 km wide and
20 m or less thick. Its presence in autumn, but not in spring,
was due to admixture into the marine waters of the large autumn
coastal freshwater input.

2. Currents within about 5 km from shore were almost entirely along-
shore, with small on- and offshore components. In fall these
currents were usually to the northwest at about 10 m depth, as
shown by drogue studies. At 30 m depth, however, the currents
were bimodal and flow was to the southeast and to the north-
west for about equal percentages of the time. In spring,flow
was consistently toward the northwest at all depths, and current
speeds were 10-20 cm/sec.

3. At about 10 km offshore, outside the immediate coastal region,
currents were variable with a net flow to the northwest and
stronger on- and offshore components than were observed closer
to shore. The currents were more consistently northwesterly in
spring than during autumn, when reversals to southeasterly flow
occurred.

4. The overall large-scale flow over the shelf was to the northwest
except at the mooring just north of Fairweather Bank, where a net
easterly and highly variable flow regime was observed. The over-
all northwest flow was due to forcing by northwesterly currents
along the shelfbreak and a net northwest-directed winter wind
stress. The easterly flow north of Fairweather Bank was due
to the influence of the shoal bottom over the banks, with
resultant formation of an anticyclonic gyral flow around the
Bank.
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5. Currents responded to the topographic trough formed by Alsek Canyon
by accelerating toward the head of the canyon. Both current meters
and drogues revealed a shoreward flow along the southeast side of
the canyon which fed an accelerated northwest coastal flow past the
canyon head. There was some temperature and salinity evidence of
deep shoreward flow in both Alsek and Yakutat canyons.

6. Currents within about 10 km of the coastline were strongly affected
by passage of local storms. Strong northwest current pulses coincided
with southeast wind events in this zone. Farther offshore, the wind
events did not affect the currents as strongly. Long-term over-winter
wind and current records revealed a common four- to five-day time
scale for both, suggesting wind/current interaction.

The above general results are consistent with existing hypotheses concerning

continental shelf circulation for a shelf regime characterized by a large seasonally

varying coastal freshwater influx, frequent vigorous along-shore wind events, and a

complex bottom topography. For purposes of estimating pollutant transport, the

significant aspects are:

* The shelf-wide general net-northwesterly flow except for the location
just north of Fairweather Bank where net flow was easterly;

* The large and primarily wind-induced variability superposed upon the
net flow;

* Appreciable cross-shelf transportresulting from interaction of the net
northwesterly flow with a complex bottom topography.

The first of these points suggests that a pollutant would be transported toward the

northwest with the net flow. However, the high wind-induced variability (particu-

larly during autumn) would limit the confidence to be placed in such a prediction

for time scales of two to three days. The observed correlation between upper-

layer northwesterly flow, at least near the coast, and southeast winds might

be used to aid in predicting transports over time scales short relative to net

flow. The infrequent occurrence of westerly flow north of Fairweather Bank

suggests that pollutants entering the system there might be transported to the

southeast. This raises the possibility that they might then circle the Bank in

anticyclonic fashion within the suspected flow, increasing the chances of impact

upon the Bank itself. The net eastward flow of 6 cm/sec north of the Bank sug-

gests that between one and two weeks might be required for a pollutant to circle

completely around the Bank. The probable occurrence of higher-speed flow events

during this period could, however, alter this time estimate considerably.
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The observed onshore transport along the southeast boundary of Alsek-

Canyon and at Mooring 3 to the northwest suggests that pollutants released in

mid-shelf might find their way into the coastal region. Given the frequent

occurrence of 20-30 cm/sec current pulses at virtually all of the moorings, such

a cross-shelf transport might occur over a time scale of about two days. The

radar-tracked drogues used in the coastal region did not indicate appreciable

flow divergence in the along-shore direction. Therefore, it is probable that

pollutants in the upper layer near the coast would tend to travel parallel to

the coast with the current and would undergo little lateral spreading. Pollutants

at the surface would, however, tend to follow the local winds rather than the

current. A strong winter regional tendency toward coastal downwelling conditions

would drive upper layer pollutants shoreward. As for all wind-driven processes

in this region, however, downwelling is event-dominated and so can be predicted

only insofar as local winds can be predicted.

Once introduced into the surf zone, it seems likely based upon the results

of the seabed drifter studies that pollutants would become mixed into the bottom

sediments by wave action and would make their way onto the beach in similar fashion

to the drifters. In autumn, a northwesterly motion along the beach would be

expected. Movement of pollutants along the beach due to littoral currents could

be easily estimated in real time using empirical equations in conjunction with

observed wave height and direction.

As elsewhere along the northern Gulf of Alaska coastline, the regime in the

northeast Gulf is dominated by variability which has time scales of four to five

days. Assuming a current of 30 cm/sec associated with this variability, a net

displacement of a pollutant over a single event might be of order 60-70 km or

approximately the shelf width. Except for the relatively strong net along-shore

flow observed near the coast in spring, this event-driven transport will be

greater than that due to the net flow over the same time period. Therefore,

prediction of pollutant transport becomes a problem in predicting the local

winds inasmuch as we can relate the current events to local wind events. In

the absence of appreciable events, most likely to occur during spring, pol-

lutants would tend to move shoreward across the shelf and become entrained in

the northwestward along-shore coastal flow.
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Results from Gait and Watabayashi's (1980) diagnostic model of the study

area compare favorably with our winter 1981 field results. The diagnostic model

predicts surface currents using a baroclinic field computed from field observa-

tions in conjunction with an imposed, arbitrarily specified surface wind forc-

ing. The model results shown (Figure 59) utilized March 1979 oceanographic

data for baroclinic field computation and incorporate a moderate wind stress

acting from the southeast. The model yields strong cross-shelf flow associated

with Alsek Canyon, a strong northwestward alongshore coastal flow off Yakutat,

and large, variable currents near the shelf break.

When comparing modeled and observed currents, it must be borne in mind that

the observations were subsurface whereas the model computed surface currents.

No attempt will therefore be made here to compare magnitudes. Rather, a quali-

tative comparison is sought.

Current observations in the northeast Gulf in March-April 1980 showed that,

except for mooring 6, subsurface flow was generally along-shore and to the north-

west (Figure 60). This northwestward flow was particularly vigorous, with mean

speeds approaching 20 cm/sec, nearest shore (moorings 1 and 4). Mooring 5

showed shoreward flow associated with Alsek Canyon, a feature which was also

evident in the model output. Mooring 6 observed flow toward the east which was

also evident at the same location (north of Fairweather Bank) in the model out-

put. The strong flow at mooring 3 had a shoreward component and was also evi-

dent on the model output. Our observations did not extend sufficiently far off-

shore to allow comparison with the results of the model near the shelf break.

Where available for comparison, the agreement between modeled and observed fea-

tures suggests that the model adequately describes circulation on the inner por-

tion of the shelf during late winter conditions.

The above comparison was between model results computed using late winter

(1979) conditions of steady northwesterly wind stress and low runoff, and a set

of current observations obtained under similar conditions two years later (1981).

As a final comparison, observed currents during a period of high runoff and

large, fluctuating northwestward wind stress (October-November 1980) are pre-

sented in Figure 61. While the current observations yielded no information

seaward of about 10 km from the coastline, they indicate a northwesterly flow
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Figure 59. Surface current vectors constructed by application of a diagnostic
model to March 1979 density data, assuming presence of a moderate southeasterly
(towards the northwest) wind stress (from Galt and Watabayashi, 1980).

823



Figure 60. Vector-averaged currents from current meters deployed in March-
April 1981 and for the October 1980-April 1981 record obtained at mooring 6.
Dashed arrows depict the deeper, where available, of the two observations from
a given mooring.
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Figure 61. Vector-averaged currents from current meters deployed in October-
November 1980. Dashed arrows depict the deeper, where available, of the two
observations from a given mooring. These mean currents should be interpreted
with caution because of extremely high speed and direction variability during
the observation period.
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tendency which was similar to that observed in late winter 1981. The "mean"

currents in autumn 1981 should, however, be interpreted with considerable cau-

tion because the currents were highly variable throughout the observation period.

The weak eastward mean flow observed at mooring 5 had superposed upon it a

highly variable instantaneous flow. The coastal currents appeared to be domi-

nated during autumn 1980 by wind-driven events as discussed above. Comparison

between the observed autumn (Figure 61) and later winter (Figure 60) coastal

currents suggests that the circulation became steadier and more consistently

towards the northwest during the course of the winter. This seasonal trend may

be due to a winter spinup of the entire coastal and offshore circulation by re-

gional wind stress over the northern Gulf of Alaska, which reaches a maximum in

mid-winter. The tendency for a mean northwesterly flow remains, however, a

consistent regional circulation feature. While our data were inadequate to

prove it, the effects of major topographic features such as the Alsek Canyon on

the mean shelf circulation would be expected to persist throughout the year.
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