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Summary of Objectives, Conclusions, and Implications with Respect
to 0CS 0il and Gas Development
A, Objectives

Our main objective during this project was to provide data omn
the sources and sinks of methane which are associated with microbial
processes. This study was designed to provide the North Aleutian
Shelf Transport Experiment with data with which they can
assess more accurately the transport processes in the perspective
lease areas of the North Aleutian Shelf and St. George Basin. This
information is required so that the most likely routes for spilled
crude oil transport can be determined.

A secondary objective was to obtain data on levels of microbial
function in these two lease areas. These data make it possible for
us to locate regions which may be particularly sensitive to crude
0il perturbation.

B. Conclusions and Implications

1. The data presented in this report do not provide information

about the transport proéesses in the North Aleutian Shelf (NAS) and

St. George Basin (SGB) lease areas. The information that we have
accumulated on methane production and oxidation rates have been

given to Dr. Cline (RU #153) of PMEL to be used in his transport

model. This model will generate predictions of vertical and horizontal
transport rates in these regions.

2. By measuring rates of nitrogen fixationm, CO2 evolution, relative
microbial activity, and the activity of the enzymes phosphatase,

arylsulfatase, amylase, and laminarinase, we were able to locate

regions where microbial function would most severely be impacted




if sediments were exposed to crude oil. In the St. George Basin,
the most sensitive area was near station PL7 (55° 48'N, 166° 22'W)
which is shown in Fagure 53. Microbial variables méasured during
both the January and May cruises showed highest activities in this
region. All of the microbial variables studied are known to be
altered when sub-Arctic marine sediments are impacted with fresh
crude oil and CO2 evolution and relative microbial activity are
shown to be affected by weathered crude o0il in the same sediments.
For these reasons we recommend that no drilling take place within a
22 km radius of station PL7.

3. In the North Aleutian Shelf area, the major bays of the Alaska
Penninsula are probably the sites which would be most severely
impacted as the result of a major oil spill. All of the microbial
variables that we studied showed elevated rates of activity in the
Port Moller-Herendeen Bay area. These rates were generally significantly
higher than those observed in the St. George Basin and in many
cases were higher by a factor of 10. These data suggest that this
is a region of high biological activity which could be adversely
affected for a long period of time if impacted with crude oil.

High biological activity has also been documented in another major
bay in this region (Izembek Lagoon) by McRoy (1970). 1In this bay,
the main carbon source appears to be the eel grass beds which are
some of the most extensive known. It thus seems quite likely that
most of the major bays of this area are important biologically and
could be particularly sensitive to crude oil perturbation. In the

event of an oil spill, it would be very important to prevent contamination

of those bays.




II.

Our study of relative microbial activity in the waters of the
North Aleutian Shelf and St. George Basin suggests that there is a
biologically active water layer at the water-sediment interface.

It is known that crude oil tends to accumulate with the flocculant
layer at the water-sediment interface. At this time it is not known
how the presence of crude oil in this zone might affect the dynamics
of the detrital food chain. Because of the close proximity

of the crude oil and the biologically active portion of the water
column, there is a potential for impact in this area.

Introduction

A. General Nature and Scope of Study

This study was designed to determine transport processes in
the North Aleutian Shelf and St. George Basin lease areas. This
study included observations on the physical, chemical, and biological
factors which were relevant to the problem of predicting the horizontal
and vertical transport of crude o0il in the event of a spill. This
information is essential for predicting the potential impact of
crude oil production and transport in these two lease areas. There
were two microbiological components of this study; the biodegradation
rates of petroleum hydrocarbons conducted by Dr. Atlas (RU #29),
and the biological sources and sinks of methane in the study area
which was the objective of our study.

B. Specific Objectives

1. To measure in situ rates of methane production in these two
lease areas with particular emphasis on the main methane source
areas that have been identified by the chemists. The major emphasis

of this study was to measure methane production rates in marine

sediments.




2. To measure rates of methane oxidation in the waters that were
being studied by the chemists. Both the uptake rates at one methane
concentration and uptake kinetics were to be determined.
3. To determine the regions within the study area where crude oil
perturbation of marine sediments would have the greatest impact on
microbial processes.
C. Relevance to Problems of Petroleum Development
Without a comprehensive model for oil transport within the lease
areas, there is no way that the link between potential spill sites
and the most sensitive impact areas can be established. The purpose
of this study is to provide that 1link.
III. Current State of Knowledge
To our knowledge, the only data on the in situ rates of methane
oxidation and methanogenesis that have been collected in these two lease
areas are those which we have presented in this report.
A. Methane oxidation
Prior to this study, there were reports available on the
physiology and ecology of methane oxidizing bacteria (methanotrophs)
from fresh water environments (Rudd and Taylor, 1980; Ribbons et
al., 1970). Unfortunately, very little is known about methanotrophs
in the marine environment. In the late 1940's and early 50's,
Hutton and ZoBell (1949,1953) studied the distribution and physiology
of methanotrophs in marine sediments using the methods available at
that time. More recently, Reeburgh (1976 and 1977) has deduced

methane oxidation rates in marine sediments by analyzing methane
and O2 concentrations profiles in marine sediments. In only one
case has there been an attempt to measure methane oxidation rates

. . 14 .

in the marine environment using C radiotracer techniques (Iversen

and Blackburn, 1981) and this was conducted in sediments. There

8




are two studies where methane oxidation rates in marine waters

have been estimated (Scranton and Brewer, 1978; and Sansone

and Martens, 1978). Sansone and Martens (1978) calculated methane
oxidation rates by observing the reduction in methane concentrations
with incubation time using gas chromatography. Scraton and Brewer

(1978) used existing methane and 0, concentrations in deep waters

2
to calculate methane oxidation rates; no direct analyses were
conducted.

Although radiotracer techniques have been used to measure
oxidation rates in fresh waters (Rudd and Hamilton, 1975, Rudd et
al., 1974 and Belyaev et al., 1975), these techkniques have not been
applied to salt waters and, with the exception of one experiment
by Rudd and Hamilton (1975), no attempt has been made to measure
the kinetics of methane oxidation. Thus, this study is the first
reported where in situ methane oxidation rates have been estimated
from methane oxidation kinetic determinations and known methane
concentrations.

B. Methanogenesis

Although more is known about methane production than oxidation
in marine systems, there have been no studies in which methane
production rates have been directly observed in offshore marine
sediments. Oremland (1975) observed the accumulation of methane
in chambers over shallow sediments in seagrass beds and coral reefs
but no attempt was made to conduct similar studies in deeper
marine sediments. Most of the estimates of methane production in
marine sediments have been calculated from the observed concentration

gradients with core depth (Reeburgh, 1976; Barnes and Goldbers,

1976). There have been nc reports where total in situ methane




production rates have been estimated in marine sediments using
radioactive tracers.
IV. Study Area
Figures 1 and 2 show the station locations where samples were
collected during the first NASTE cruise conducted in August-September
1980. Figures 3 and 4 show the station locations where samples were col-
lected during the second NASTE cruise conducted in Januaryv-February, 1981.
Figures 5, 6, and 7 show the station locations during the May 1981 cruise.
V. Methods and Materials
A. August-September NASTE cruise
1. Sample Collection
With the exception of the sediment samples taken by hand or
with a small grab sampler in Port Moller during small boat operatioms,
all sediment samples were collected using a Smith-MacIntyre grab
sampler. Subsamples of the sediments collected with this grab were
taken with plastic core liners measuring 6 cm in diameter and 25 cm
in length. The core liner was slowly pushed into the grab sample.
The core liner was then removed slowly and sealed at each end with
a #12 rubber stopper. The sediments taken in this way measured ca.
10 cm in length,
All water samples were collected using a Niskin "butterfly"
sampler fitted with a sterile plastic bag. The bottom water samples
were taken within 10 cm of the water-sediment interface by using a
specially modified inverted Niskin "butterfly'" sampler mounted on
the Smith-MacIntyre grab.
2. Assay for Methanogenesis
After the cores were taken, they were placed in an anaerobic

glove bag in which the head space over the cores, and all glassware

10
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were purged with oxygen-free nitrogen. After these items were
sufficiently purged with oxygen-free nitrogen, the glove bag was
purged with the same and then sealed.

a. Assay using [2—14C] acetic acid (Method 1)

After the subcores were taken, they were placed into glass
roll tubes measuring 1.6 x 6.0 cm which have a volume of 8 ml when
stoppered with special 00 butyl rubber stoppers (A. H. Thomas Co.,
Philadelphia, PA). Before the roll tubes were placed into the
glove bag, the labeled substrate was added to them. In most experiments,
duplicate subsamples at each of four substrate concentrations were
used. The substrate used was (2—14C) acetic acid, sodium salt,
from Amersham with a specific activity of 59 mCi/mmole. The
substrate was prepared by diluting the material received from
Amersham with distilled water to give a solution containing 1.04
uCi/ml. This was filter sterilized through a 0.45 um Millipore
membrane filter and dispensed into sterile 2 ml ampules which were
then sealed and frozen. These were kept frozen until just prior to
their use. 1In the concentration series, 0.025, 0.05, 0.10, and
0.20 ml were used. No attempt was made to keep these solutions
anaerobic prior to use because it was assumed that after these
small volumes were gassed vigorously with oxygen-free nitrogen
while in the roll tubes, very little oxygen would remain in solution.

Before and after the sediment was added to the roll tubes, the

tubes were purged with O2 free N At this point one of two techniques

9
was used. In some cases, two sets of tubes from the same sediment

sample were treated using both approaches. In the first approach,

nothing else was added. The tubes were mixed with a vortex mixer for

18




15 seconds. The tubes were then incubated at the in situ temperature
+ 1°C and analyzed for labeled methane as described below. In the
second procedure, we removed 2 ml of gas with a syringe and replaced
this with 2 ml of cysteine water. The cysteine water was made up

of 3% NaCl, 0.05% cysteine-HCl, 0.00017% resazurin at pH 7.0. Any
overpressure remaining in the tubes was removed by the syringe.

When the cysteine water was used, controls were also run using the
cysteine water containing 0.1% w/v sodium azide. In our preliminary
experiments, we found that azide solution was very effective in
stopping methanogenesis.

After incubation time of 1 to 14 days, the tubes were assayed
for the presence of 140 methane using a Packard model 894 gas
proportional counter. One ml of head space was withdrawn from each
sample with a one ml gas-tight syringe and injected into a model
5734 Hewlett Packard gas chromatograph. A helium carrier gas was
used at a flow rate of 60 ml per min. The gas chromatograph was
fitted with a 6 meter x 1/8 inch stainless steel column packed with
Porapak R. (80/100 mesh). The temperatures used were; injection
port 150°C, detector 300°C, oven ambient with the oven open. These
conditions permitted a 3 minute separation between the labeled CO2
and methane peaks as detected by the gas proportional counter. The
signal from the gas proportional counter was analyzed and calibrated
on a Hewlett Packard model 3380 integrator.

Labeled bicarbonate and methane of known specific activities
and concentrations were used to calibrate the gas proportional
counter. By counting the radioactivity of methane at varying
concentrations, we determined that the limit of detection for one

ml of gas was between 200 and 400 DPM (1.5-3.0 pmole). We also
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determined that the response of the instrument was linear between
200 and 1000 DPM.

Although most of the samples were analyzed within the first
two days incubation, some were allowed to incubate for periods up
to 14 days.

b. Assay using gas chromatography (Method 2).

Using a 3 ml plastic disposable syringe with the end of the
barrel removed, a total of 6 subscores were taken by holding the
plunger steady while the barrel was slowly pushed into the sediment.
Six subcores containing 3 ml each were taken from the bottom half
of the core. Of the 6 subsamples taken, 3 were used as controls
and 3 were the active samples. The cores were treated in the same
way as that described in method 1 except no labeled acetate was
added.

Two techniques were used to prepare the sediments for the
assay. In the first technique, there was nothing added to the
sediment and in the second, 2 ml of headspace was removed and 2 ml
of cysteine water was added using a syringe. In the first technique,
the sediments were poisoned with 1 ml of acetylene and in the
second technique, the sediments were poisoned with 0.1 w/v sodium
azide. In samples where both techniques were used, the same methanogenesis
rate was observed.

After the roll tubes had been incubated in the dark for varying
lengths of time (up to 14 days), they were assayed for methane
concentrations between 4 to 6 times during the course of an experiment.
During the assay itself, 0.3 ml of the headspace was removed using

a 0.5 ml gas-tight syringe.
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The concentration of methane in all tubes was determined by
gas chromatography. The instrument used was a Hewlett Packard
model 5734A gas chromatograph fitted with a dual flame ionization
detector. The resulting detector output was analyzed using a Hewlett
Packard model 3380 recording integrator. The column used was a
2 meter x 1/8 iﬁch stainless steel column filled with Porapak R.

A helium carrier gas with a flow rate of 40 cc/min was used. The
following temperatures were used in the GC: injection port 150°C,
oven 50°C, and detector 300°C.

The integrator was calibrated using a gas standard of 100 ppm
methane in nitrogen prior to each set of determinations.

c. Water samples

Methanogenesis was measured in water samples using two techniques.
In the first technique, 1 liter of water was filtered through a
0.45 pym Millipore membrane filter (47 mm in diameter) to trap the
particulate fraction. The membranes were then placed into a roll
tube which had been purged with oxygen-free nitrogen as described
previously. When the roll tubes were removed from the glove bag, 2
ml of cysteine water was added. Three filters per sample were
observed for methane production. The amount of labeled acetate
solution added to each tube was 0.2 ml.

The second method used to measure methanogenesis in water
samples was to add 55 ml of seawater to a 60 ml serum bottle.

These samples were removed from a Niskin sterile water sample bag
using a 50 ml syringe which had been flushed with oxygen-free
nitrogen and sealed with a rubber stopper on the end of the syringe

needle. Care was taken to prevent gas from entering the sample
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bag before and during the time the samples were taken. Before the
water sample was placed into the serum bottle, the bottle was

purged with gas in the glove bag and then the sample was transferred
under an anaerobic atmosphere. After the samples had been incubated,
the head space was analyzed for methane as previously described.

3. Methane Oxidation Assay

Water samples were taken with a Niskin-sterile bag water
sampler. After sample collection, the water samples were placed in
500 ml glass bottles and shaken. A 50 ml plastic syringe fitted
with a cannula was used to transfer the water sample from the
larger glass bottle into the serum bottles. When methane oxidation
rates in sediments were assayed, 50 ml of a 1:10 dilution of sediment
in sterile seawater were added to a 60 ml serum bottle and sealed
with a serum bottle stopper.

Six subsamples were used in each methane oxidation rate determi-
nation (duplicate at each of three methane concentrations). The 14C—
methane used in this study was specially prepared by Amersham with
a specific activity of 58 uCi/umole. The final methane concentration
was 1 puCi/ml in the gas that was added to the serum bottles. Three
volumes of the gas mixture (14C—methane in nitrogen) were used
(0.25, 0.5 and 1.0 ml). This resulted in a final concentration of
0.29, 0.58, and 1.16 pl of methane/liter of seawater respectively.
This is within the natural methane concentration range normally
encountered in the study area (0.1-2.5 ul/liter).

In some cases methane oxidation rates were measured using one
concentration of labeled methane (0.58 pl/liter). In these samples,
triplicate subsamples were assayed. Before the labeled methane was

added to the serum bottle, an equal volume of head space was removed
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so that there was no net pressure change when the methane was
injected with the syringe. One set of contrél subsamples was run
with every third sample processed. Methane oxidation was stopped
in the controls by adding 1.0 ml acetylene to the head space.

Once the methane was added, the samples were incubated in the
dark on a rotary shaker at the in situ temperature * 1°C for 48
hours. At the end of the incubation period, the reaction was
terminated by adding 1.0 ml of 10 N NaOH with a syringe through the
stopper. The serum bottle was then shaken for 1 hr at room temperature
tobpermit the labeled CO2 to be absorbed into solution. The rubber
stopper was then removed and the sample transferred to a 125 ml
serum bottle using a 50 ml syringe fitted with a cannula. This
procedure removed the labeled methane while the labeled CO2 remained
in solution. The serum bottle was then stoppered with a serum
bottle stopper fitted with a plastic bucket containing a fluted
strip of filter paper. Two ml of 10 N H2804 was then added to the

sample to release the labeled CO The sample was then shaken for

2°

1 hr at room temperature to release the labeled CO2 which was then

trapped on 0.2 ml of R-phenylethylamine which was placed in the

filter paper using a 1 ml syringe. The CO, trapping procedure and

2
the assay for radioactivity in the cell fraction is essentially the
same as that which we have used in the past (Griffiths et al.,
1978).

After the CO2 was trapped, the sample was filtered through a
0.45 ym membrane filter which trapped the cells so that the amount

of label incorporated into cell material could be determined.

These filters were then dried and assayed using a liquid scintillation

23




counter (Beckman model LS100). The external standard method of
determining channel ratios was used to calculate counting efficiencies.
4. Microbial Activity Determinations

The procedure used in these studies involved adding a U—14

C
compound to identical subsamples which were contained in 50 ml serum
bottles. After addition of subsamples, the 50 ml serum bottles that
were used for reaction vessels were sealed with rubber serum bottle
caps fitted with plastic rod and cup assemblies (Knotes Glass Co.,
Vineland, N.J.: K-882320) containing 25 x 50 mm strips of fluted
Whatman #1 chromatography paper. The samples were incubated

in the dark within 1.0°C of the in situ temperature. After the
incubation period, the bottles were injected through the septum
with 0.2 ml of 5N H2504 in order to stop the reaction and release

14

the ~'CO,. After the addition of the acid, 0.15 ml of the CO

2 2

absorbent B-phenylethylamine was injected onto the filter paper.

The bottles were then shaken on a rotary shaker at 200 rpm for at

least 45 minutes at room temperature to facilitate the absorption

of COZ' The filter papers containing the 14002 were removed from

the cup assemblies and added to scintillation vials containing 10

ml of toluene based scintillation fluor (Omifluor, New England Nuclear).
The subsamples were filtered through a 0.45 um membrane filter

(Millipore). The trapped cells on the filter were washed with

three 10 ml portions of seawater at 0-3°C. The filters were dried

and then added to Filmware (Nalge) scintillation bags containing 2

ml of the above mentioned fluor. The vials were counted in a

liquid scintillation counter located in our laboratory at Oregon

State University.




In the sediment samples, a 10.0 ml subsample was diluted 1,000
times (v/v) with a 32 o/oo (w/v) solution of sterile artificial
seawater. Ten ml subsamples of the sediment slurry were dried and
weighed to determine the dry weights. These dry weights were used
to calculate the observed uptake rates in terms of grams dry weight
of sediment.

U—14C L-glutamic acid with a specific activity of 285 mCi/mmole
(Amersham-Searle) was used in all water samples at a final concentration
of 5.4 ug/liter. Glutamic acid with a lower specific activity (10
mCi/mmole) was used in all sediment samples. U—lAC D-glucose with
a specific activity of 291 mCi/mmole (Amersham-Searle) was used in
all water and sediment samples with a final concentration of 3.8 ug/liter).

Triplicate subsamples were analyzed for each sample and the
results reported in Figures 29 to 43 are the means of the observed
values. The channels ratio method for determining counting efficiencies
was used. The observed CPM was converted to DPM before the mean
value was calcﬁlated. The percent respiration was calculated by
dividing the amount of labeled carbon taken up by the cells (both
cell and CO2 radioactivity) and multiplying this ratio by 100.

B. January-February and May 1981 NASTE Cruises
1. Methanogenesis Assay

During these cruises, no radioactive tracer experiments were
conducted. Methane production rates generated from sediment subcores
were estimated by assaying the headspace in roll tubes or by assaying
the water column over an intact core. In the latter case, the
methane was stripped from the water and collected in a liquid

nitrogen cold trap before assaying on a gas chromatograph. The
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water analyses of the water over intact cores were conducted by Mr.
Chuck Katz of PMEL. During the January cruise, the roll tube
experiments were conducted using 2 controls and 4 methane-producing
subsamples. During the May cruise, 6 methane producing subsamples
were used for each sediment analyzed. Because of the statistical
analytical procedures used, no controls were necessary. In these
experiments, no cysteine water was used. Methanogenesis in the
controls was terminated by the addition of 1 ml 377 buffered formaldehyde.
All other procedures were the same as that described for the August
cruise. The headspace of the roll tubes was assayed for methane
after 1,3,5 and 7 days incubation.

When we returned to Oregon State University after the cruise,
the methane data was analyzed by three different methods. In all
methods, the amount of methane in the headspace removed during the
course of the experiment was corrected for in the calculations.

The first approach used was to subtract the mean methane concentration
found in the two controls from the methane concentration observed

in the headspace after 7 days incubation. The rate was the mean of
those values divided by 7. By knowing the volume of the headspace,
the volume of sediment and the incubation time, the amount of

methane produced per ml of sediment pervday was calculated.

The second approach was to assume that it took one day to allow
the sediment to come to equilibrium. This assumption was based on
the observation that methane production rate observed during the
first day was generally greater than that observed from the first
day to the seventh day of incubation. This increase in apparent
methane production was undoubtedly due to the establishment of a

new equilibrium between methane in the sediment and methane in the
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headspace. The mean of the control methane concentration was sub-
tracted from the concentration observed in sediments that had been
incubated 1 and 7 days. The concentration of methane observed
after 1 day incubation was then subtracted from the concentration
observed after 7 days for each of the 4 subsamples. The net mean
production was calculated using an incubation period of 6 days.
The third method consisted of running a linear regression on the
observed methane concentration for all methane-producing subsamples
at all times that the methane concentrations were determined up
through 7 days. In essentially all cases where longer incubation
times were used, the rate observed between 7 and 9 days incubation
was greater than observed during any other time period. The 9 day
values were therefore not used in any of the above calculationms.
In this last method, the methanogenesis rate was the slope of
the best fitting line through all points. Surprisingly, the rates
calculated using all three approaches produced very similar results.
Of the three methods used, we feel that the last one mentioned is
the most valid statistically and therefore it was the one that was
adapted to estimate methanogenesis rates reported for all cruises.
The methanogenesis rates and the observed correlation coefficients
measured using this method during the January cruise are given in

Table 1.




Table 1. Methane production rates in ml x m-2 x day"l and the corresponding
correlation coefficients observed in sediments collected during the January
NASTE cruise. These calculations were made assuming an active methanogenesis
depth of 10 cm.

Station Methane Correlation Station Methane Correlation

Production Coefficient # Production Coefficient
NA4O 0. 07 0.3 PL6 0.12 0.7
NA46 0 0.6 PL8 0.24 0.5
SG11 0.04 0.5 PL1O 0.03 0.6
SG12 0.10 0.3 PL12 0.03 0.4
PL7 0.02 0.2 PL14 0.08 0.6
5G28 0 0.7 SG13 0.22 0.8
NA52 0.02 0.4 SG14 0.08 0.7
PR1B 0 0.5 SG15 0.06 0.7
PR1B 0.07 0.4 SG22 0.18 0.7
NAL16 0.02 0.5 SG23 0.04 0.5
PM3 0.17 0.7 SG24 0.12 0.7
297 0.77 0.9 SG25 0.10 0.8
A 49 0.5 SG26 0.04 0.5
B 1.7 0.8 SG27 0.07 0.6
NA4Q 0.07 0.8 SG45 0 0.5
NA46 0.06 0.4 SG28 0.04 0.7
PL4 0.21 0.6 SG29 0.01 0.2
SG48 0.02 0.2
SG47 0 0.4

The relatively low correlation coefficients were caused by sample
heterogeneity for methane production. The correlation coefficients
for individual subsamples were much greater indicating that the
rates observed with time in a given subsample were consistent.

The production rate units that are the most useful for the
chemists is the amount of methane produced per m2 per day. This
conversion was made by assuming that the active depth for net
methane production was 10 cm. In most cases, subcores were made of
the sample core from the surface down to a depth of 5 cm. In some
samples, two sets of cores were taken, one from the top and the
other from the bottom of the core. These subcores were taken
parallel to the length of the original core. Since most cores were

10 cm in length, subcores taken from both the top and bottom
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represented the total length of the core. When both top and bottom
cores were taken at a given location, the mean value for rates
observed in both cores was used to estimate rates for the total
core. Where only top subcores were taken, the rates estimated for
the total core is double the 5 cm estimate.

During the first NASTE cruise, two methods of determining
methanogenesis rates were used; radioactive tracer and GC analysis
of the headspace (methods 1 and 2). During the second cruise, a
third method was employed along with method 2. In this method,
four identical cores were taken using the Pamatmat multiple coring
device. This sampler produced four undisturbed cores with each
cast. The corers are made out of a plastic material that is
impervious to O2 and have an inside diameter of 5.7 cm. When the
sampler was brought on board after a sample had teen taken, the cores
were removed from the sampler and stoppered at each end with
number 12 rubber stoppers. The cores were taken into the laboratory
where the water overlaying the cores was removed and replaced with
surface water which contained a low concentration of methane (ca.
225 yl/liter). The core tubes were resealed and placed into an
incubation chamber designed to hold the core tubes vertically.

The incubator was plumbed into the ship's seawater system to maintain
a constant flow of fresh seawater, thus keeping the cores within
0.5°C of the bottom water temperature. The water level within the
incubator was kept at a constant level so that the entire core was
submerged in the water.

After the cores had incubated for 1 day, the water from one
core was removed and assayed. This methane concentration was

considered the time 0 control although determinations of the methane
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in the surface water used to cover the cores was also determined.
The core water samples in the remaining three cores were assayed
after 4, 6, and 8 days. From these observations, a rate of
methanogenesis was generated using the observed concentrations,
the core length and the total water volume over the core. These
calculations were made by Mr. Katz of PMEL. In the cases where there
were only three good cores available from sampling, water samples
were assayed after 1, 4, and 8 days incubation.

The method used to assay methane oxidation was the same during
all cruises.
2, Nitrogen fixation

Nitrogen fixation in the sediments was determined in the field
by using the acetylene reduction method (Stewart et al., 1967).
Ten ml subsamples of sediment were added to respective 50 ml serum
bottles. In most cases, one control and three subsamples were used
for each analysis. After the bottles were sealed with a rubber
stopper, the samples were gassed for one minute with helium at a flow
rate of 10 cc/sec. Ten ml of acetylene was then added to each bottle
and the bottles were allowed to incubate for 24 hr before the
first GC analysis was conducted. A second determination was made
after 48 hrs. The analysis for ethylene was made using the same
GC and analytical conditions used in the methane concentration
determinations. The resulting levels of ethylene were normalized
using incubation times and gram dry weight conversion. All rates
were calculated in terms of ng nitrogen fixed per gram dry weight
of sediment per hour using a factor of 0.33 to convert the amount

of ethylene measured to the theoretical amount of nitrogen fixed.
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3. CO2 determinations

CO2 evolution rates in sediments were determined by adding 10
ml of sediment to a 25 ml flask fitted with a serum bottle stopper.
Triplicate subsamples of each sediment were assayed using gas
chromatography. The samples were incubated in the dark for periods
up to 40 hr. The headspace of the flasks was assayed for CO2
concentrations by injecting 0.3 ml of headspace into a GC fitted
with a thermal conductivity detector. The conditions for GC analysis
were the same as that used for methane assays. The CO2 concentrations
were determined after at least two incubation periods. The incubation
periods used were 8, 20, 32, and 40 hr. The CO2 evolution rates
were calculated by measuring the net production between two incubation
periods and dividing the amount by the number of hours between
observations.
4. Enzyme Assays

Sediment samples used for enzyme assays and dry weight measurements
were frozen on shipboard and returned to OSU for analysis.
a, Arylsulfatase and phosphatase activities were measured
using modifications of techniques described by Tabatabai and
Bremer (1969,1970). These assays are based on the enzymatic
release of p-nitrophenol from the appropriate chromogenic substrate.
To one ml of sediment slurry was added: one ml 30 ppt Rila Marine
Mix - 0.05 M Tris buffer, pH 7.5; and one ml of either 0.006 M p-
nitrophenylphosphate or 0.006 M-p-nitrophenylsulfate (Sigma) in
buffer. Substrate and sediment blanks were run by omitting either
the sediment slurry or the substrate. The reaction mixture was

incubated at 25°C for one hour and then terminated with two ml 0.5

N NaOH and 0.5 ml of 0.5 M CaClz. The sample was then centrifuged
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and the optical density of the clear supernatant at 410 nm was
measured to determine the amount of p-nitrol released. A calibration
curve was prepared using dilutions of 10 uM per ml p-nitrophenol
(Sigma). Final results were calculated as umoles p-nitrophenol
released x gram dry~weight:—l X hour_l.

b. Polysaccharide hydrolase assays were based on the colorimetric
determination of reducing sugars enzymatically released from appropriate
substrates. Three ml of sediment slurry were added to three ml 30
ppt Rila Marine Mix - 0,05 M Tris buffer containing one of the
following: 1% soluble starch, 1% carboxymethylcellulose, 1.0%
laminarin or 1.0% xylan. Three tenths ml of toluene were added to
limit microbial metabolism during the assay. Substrate and sediment
blanks were run by omitting either the sediment slurry or the
substrate. The reaction mixture was incubated at 25°C for 24 hours
and then centrifuged. Two ml of the resulting supernatant were
added to two ml of DNSA reagent. (This reagent was prepared by
dissolving one gram of 2,5-dinitrosalicylic acid (Sigma) in 20 ml 2

N NaOH, adding 30 ml distilled water followed by 30 grams of sodium
potassium tartrate, and then bringing the solution to a final

volume of 100 ml with distilled water). The DSNA-supernatant mix
was developed by placing the reaction vessels in a boiling water
bath for 10 minutes and then cooling. The mixture was centrifuged

to remove precipitants and the optical density at 540 nm measured

to determine the reducing sugar (as glucose) content. A calibration
curve was prepared using dilutions of one mg per ml glucose solution.
Final results were calculated as ug glucose (or equivalent) released

X gram dry weight_l X hour-l.
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VI.

Results
A. Methane Oxidation
1. North Aleutian Shelf

During the August cruise, we measured rates of methane oxidation
in 93 water and 5 sediment samples. In the water samples, relative
methane oxidation rates were measured in all samples analyzed and
the kinetics of methane oxidation were measured in 61 samples.
Along the North Aleutian Shelf (NAS), the methane oxidation rates
at one substrate concentration were generally higher in the samples
collected inshore than those collected offshore (Figs. 8 and 9).

In the surface water samples, the mean rate was 1.2 nl x 1iter'-l X
day_l for the offshore samples and the mean rate in the inshore
samples was 1.7 nl x lit:er-1 X day_l; however, this difference was
not statistically significant. In the bottom samples, the difference
was greater with the mean values for offshore and inshore samples
being 1.6 and 3.3 nl x 1it:e1.'-1 X day_1 respectively. The level of
significance for this difference was p = 0.005. These statistical
analyses were conducted on the methane oxidation rates reported in
the figures.

During the January cruise, the same trend was observed. In
surface waters, the mean rates for offshore and inshore samples
were 0.3 and 0.6 nl x l:i.ter_1 X day_l respecﬁively (Figs. 10 and
11). In the bottom waters, the mean values were 0.6 and 2.0
respectively for offshore and inshore waters. The significance of
these differences were p = 0.002 and 0.09 respectively. During the
May cruise, a similar trend was seen but the differences were not

statistically significant. The mean uptake in the surface waters
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was 0.8 and 1.5 nl x liter-l x c:lay_l in the offshore and inshore
samples respectively and 1.0 and 1.8 nl x liter-l X day—1 in the
bottom waters (Figs. 12 and 13).

During all cruises, the methane oxidation rates in the bottom
waters were generally greater than those observed at the surface
at the same location (Figs. 8-13). During the August cruise, the
mean rates observed in surface and bottom waters were 1.5 and 2.2 nl
X 1iter_1 X day-1 respectively. During the January cruise, the
mean methane oxidation rates in the surface and bottom waters were
0.4 and 1.3 nl x 1iter_l X day—1 respectively. During the May
cruise, the mean rates in the surface and bottom waters was 1.0 and
1.5 nl x liter—1 X day“1 respectively. The significance of these
differences between surface and bottom waters for the cruises was p
= 0.02, 0.05 and 0.11 respectively for August, January and May.

In the surface waters analyzed during the August and January
cruises, there was a plume of high activity in the area around Port
Moller (the enclosed areas in Figs. 8 and 10). This same pattern
was observed in the bottom waters (Figs. 9 and 11) but high rates
were also observed along the coast in the inshore stations to the
east of Port Moller. The geographical patterns of methane oxidation
were somewhat different during the May cruise. 1In the surface
waters, methane oxidation rates were still elevated in the area
near Port Moller but other areas also showed elevated rates (Fig.
12). In the bottom waters, elevated rates were observed both
inshore and offshore in the regions to both sides of Port Moller
(Fig. 13). In these and all other figures used in this report, the
enclosed areas represent regions where the observed values were >

the mean value for all samples tested.
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2, Port Moller

During the August cruise, we were able to take samples only
near the mouth of Port Moller. The methane oxidation rates observed
were generally higher than the mean methane oxidation rate observed
in the North Aleutian Shelf samples but they were not high relative
to those found in the stations near Port Moller (Fig. 1l4). During
the January and May cruises, we were able to sample more intensively
in Port Moller. The methane oxidation rates observed there were
greater than those observed at any other location (Figs. 15 to 18).
The highest rates were observed at the head of Port Moller and
Herendeen Bay during January. The rates observed in the samples
collected near the mouth were lower in January than the rates
observed in the same general area during the August and May.
3. St. George Basin

In the St. George Basin (SGB), we observed the same trend that
was seen in the North Aleutian Shelf region. The methane oxidation
rates in the bottom waters were higher than those observed in surface
waters. During the August cruise the mean methane oxidation rates
in the surface and bottom waters were 1.1 and 4.4 nl x liter—l
X daynl respectively. During the January cruise, the rates for
surface and bottom waters were 0.1 and 2.0 nl x lit:er—l X day—1
respectively, During the May cruise, the rates for surface and
bottom waters was 2.0 and 4.5 nl x lil:er:_1 X day—l respectively
(Figs. 19 and 20). The significance of these differences was p =
0.07, 0.001 and 0.001, respectively for August, January, and May.

In May, we also measured methane oxidation throughout the water
columm on four occasions at three locations (Fig. 21). 1In all four

cases, there was a minimum methane oxidation rate observed in the
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samples taken five meters from the bottom. There was also an
interesting trend observed in two of the water columns analyzed.

At station SG22 and once at station SG5, the methane oxidation rates
in the top 30 meters were greater than that observed further down
the water column. This was an unexpected finding since, during

past cruises, the rate observed at the surface was usually the same
as that observed at five meters from the bottom. During the May
cruise, we measured methane oxidation rates in the surface, bottom
and bottom minus five meter (B-5 m) water samples on 23 occasions.
In 19 of these water columns, the methane oxidation rates observed in
the sample taken five meters from the bottom were lower than those
taken either on the surface or at the bottom (Figs. 19, 20 and

22). This difference was significant at the p <0.001 level for

both comparisons. This difference is also reflected in the mean
methane oxidation rates for samples collected at the surface, bottom
and B-5 m which were 2.0, 4.5, and 1.4 nl x l:Lter_1 x daym1
respectively.

During the May cruise the methane oxidation data also suggest
that microbial function may alter substantially at a given location
after a realtively short time interval. This is graphically
illustrated in Fig. 21 where different methane oxidation patterns
were observed at station SG5 after an interval of 3 days. At
station SG 70, the methane oxidation rate in the bottom waters
decreased from 11.7 to 3.0 nl x liter'—1 X day_1 in the same time
period. The even numbered PL (PROBES line) stations were sampled
on May 17 and 18, The methane oxidation rates observed in the
surface waters were 0.6, 4.4, 3.4, and 5.1 nl x liter-l X d.e\y-.1
respectively for stations 4, 6, 8 and 10. Six days later, stations

5, 7, and 9 were sampled and the observed surface water methane
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oxidation rates were 0.9, 0.6, and 0.16 nl x liter T x day 1

respectively. A similar trend was observed in the bottom water
samples.

There was not a éonsistent pattern to the geographical distri-
bution of methane oxidation rates in the surface water samples
collected during the August and January cruises in SGB. During the
May cruise, elevated methane oxidation rates were observed in the
center of the study area (the encircled region on Fig. 19). 1In the
bottom sediments, elevated methane oxidation rates were observed in
approximately the same area during all three cruises. This pattern
is most clearly defined in the May data set (Fig. 20). During this
cruise, the highest rates were observed in a set Ofvsamples collected
in the center of the sample grid (emncircled area).

4, Seasonal differences

When the methane oxidation rates observed in water samples
collected from the same areas are compared seasonally, there were
many differences noted. The mean methane oxidation rate in bottom
water samples collected along the NAS dropped from 2.2 nl x liter_1
X day—1 in August to 1.3 in January (a 417 reduction). The mean
rate then increased slightly to 1.5 nl x lit:er_l X day_l in May.
When the surface water samples from the same area were compared
seasonally, there was a 73% reduction from August to January.

A similar trend was noted in the surface waters of the North Aleutian
Shelf where the mean methane oxidation rates were 1.5, 0.4, and
1.0 nl1 x lit:er—1 x day“1 for August, May and January respectively.

In the SGB, a seasonal change was also observed. The mean

methane oxidation rate observed in the surface waters was 1.1, 0.1,

and 2.0 nl x liter_l X day"1 respectively for the August, January,
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and May cruises. The bottom waters showed mean rates of 4.4, 2.0,
and 4.5 nl x l:Lter—1 b4 day-'1 for the same cruises. All of the
seasonal differences observed in the NAS area were significant; of
these comparisons, the highest p value was 0.0l1. In the SGB area,
the seasonal differences in the surface waters were highly significant
but those observed in the bottom waters were not statistically
significant.
5. Methane oxidation rates in sediments

During the May cruise, the methane oxidation rates were measured
in both bottom waters and sediments at seven locations (Table 2).
When these rates are compared on a equal volume basis, it is evident
that the observed methane oxidation rates are much greater in the
sediments. The most active waters showed rates that were only 7%

of that found in the sediments.

Table 2. The comparison of methane oxidation rates measured at one

methane concentration in bottom water and sediment samples collected

at thglsame location. The units used in this comparison are nl x 1 1
x day

Station Methane Oxidation Rate Percent Activity in Water
Number Sediment Water Compared to Sediment
5G67 150 4 3

PL6 210 15 7

PL8 260 17 7

SG15 10 0.7 7

U 5,240 3 0.05

A 130 3 2

B 490 3 0.6
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B. Methanogenesis
1. Methanogenesis in water
Methanogenesis rates were measured in 10 water samples during
the August cruise. Even with incubation times of up to 14 days, no
detectable methane production was observed. The theoretical lower
limit of detectibn in this system was 0.25 nl x liter"1 b4 day—l. The
samples were collected from the following stations: NA4A, NA22,
NA4O, SG7, UP3, PM3, PL4, PL6, PL1l4 and the pier at Port Moller.
During the May cruise, methanogenesis in water samples was again
assayed in seven water samples (Table 3). In these samples, incubation
times of up to 22 days were used. The rates observed ranged from

0 to 95 nl x 1iter—1 X day—l.

Table 3. Methanogenesis in water samples collected during the May cruise.

Station Methanogenefis

Number nl x liter — x day-1
Pl4 95
SG70 0
SG5 ' 41
PL7 0
PLI9 ' 27
PL8 68
SG70 14

2. Methanogenesis in sediments

During the August cruise, methane production rates were measured
in 11 sediments using method #2 (gas chromatographic analysis of
headspace). The results of these measurements are shown in Figs.
23 and 24. The highest methane production rates were observed in

the SGB at stations PL8 and PL14. High rates were also observed
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Figure 23. Methane production rates in ml x m._2 X day“1 for top 10 cm of sediment from August
1980 cruise.
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Figure 4. Methane production rates in ml x m'-2 X day-1 for top 10 cm in Port Moller from
August 1980 cruise.




in the sediments near the Port Moller cannery pler. During this
cruise, methane production rates were measured in 19 sediment

samples using method #1 {radioactive tracers). No methane production
was observed in any of the samples tested even though we know that
some of these sediments were producing methane as determined by
method #2,

During the January NASTE cruise, methanogenesis rates were
measured in 35 sediments using method #2 (Figs. 25 and 26). In
Herendeen Bay we were able to collect samples in an area that we
were not able to sample during the previous cruise. At the head of
this bay, we observed methane production rates much greater than
that observed anywhere else during either cruise. The mean production
rate for all other samples analyzed was 0.08 ml x m_2 X day-l.

The rate observed in the sediment collected at the head of Herendeen
Bay (49 ml x m-.2 X day-l) was over 600 times that rate. A high
methanogenesis rate was also observed in the other sediment collected
in this bay and in the sediment collected at the cannery pier. The
rates observed in the other sediments analyzed from the NAS were
very close to the detection limits of the technique used (ca. 0.01

ml x m_2 X day~l). In the SGB, there were three areas where the
methanogenesis rates were 0.1 ml x m_2 X day_1 or greater (enclosed
areas in Fig. 25). The highest rate observed was that in the
sediment collected at station PL8 (0.24 ml x m'_2 X day_l).

During the May cruise, methanogenesis rates were analyzed in
42 sediments using method #2 (Figures 27 and 28). The mean methane
production rate in the SGB was 0.14 ml x m_2 X day_1 based on an
active methane production depth of 10 cm. In 10 sediments, both

the top and bottom 5 cm of the 10 cm sediment cores were analyzed.
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January 1981 cruise (excluding Port Moller).
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Figure 26. Methane production rates in ml x m--2 X dayp1 observed in top 10 cm of

sediment during January 1981 cruise,
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Figure 27. Methane production rates in ml x m'_2 X day'-1 for top 10 cm of sediment from the
May 1981 cruise.
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These values were compared and although the mean value in the bottom
5 cm was slightly higher (0.07 as compared to 0.05 ml x m--2 X day_1
found in the top 5 cm.), this difference was not statistically
significant. In the remaining 32 sediments, methane production rates
were observed only in the top 5 cm and the results multiplied by
2 to give the rate for the 10 cm core. In the SGB, there was an
area which showed elevated methane production (illustrated by the
enclosed area on Fig. 27). The enclosed area represents the region
where methane production rates were > the mean. As was the case
during the January cruise, the ﬁighest methane production rates
were observed in the Port Moller area (Fig. 28). In this region,
the highest rates were found at the head of Herendeen Bay.

Table 3. Methane production rates in 7 sediment samples collected at

the same locations during the August and January cruises. The units are

ml x m2 x day~l. These values were calculated assuming an active
methane production depth of 10 cm.

Location August January

PL14 1.0 0.8

PL8 0.6 1.0

PL6 1.3 1.2

PL4 0.4 2.1

SG7/5G26/SG27 0 0.04

NA4Q 0 0.07

Cannery Pier 1.1 0.8
Mean (all samples) 0.6 0.9

There were 7 stations where methane production rates were
measured in sediments collected during both the August and January

cruises (Table 3).
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With the exception of the sediments collected at station PL4, there
is good agreement between the rates observed during the August

and January cruises indicating little seasonal change between these
two sample periods. This also shows that this technique produces
methanogenesis rates which are reproducible from one sampling period
to the next. The observed rates can thus be considered internally
consistant. When a linear regression analysis is performed on these
data, the correlation coefficient is high when the PL4 data are
omitted from the analysis (r = 0.9; r2 = 0,8; p=0.01). The
difference in the mean values observed between the two sets of data
is not statistically significant.

Table 4. Methane production rates observed at 20 common locations during

the January and May cruises. The units and method of calculation was the
same as that described in Table 3.

Location January May
PL4 2.1 0.02
PL8 1.0 0.10
PL10O 0.03 0.06
PL12 0.03 0.09
PL14 0.8 0.02
- PL7 0.02 0.04
SG27/5G26 0.04 0.06
SG15 0.12 0.02
SG11 0.04 0.67
$G22 0.17 0.08
SG23 0.04 0.10
SG24 0.12 0.48
$G29 0.02 0.04
SG48/UP7 0.02 0.04
NA4O 0.07 0.02
NA46 0.03 0
H (cannery pier) 0.8 2.5
A 49 77
B 1.7 47
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Direct comparisons can also be made in methanogenesis rates
observed at 20 common locations during the January and May cruises
(Table 4). When all common stations except those in Port Moller
are compared, the mean methanogenesis rate observed in January was
higher than that observed in May (0.3 and 0.1 ml x meter—2 X day—l
respectively). This difference, however, was not statistically
significant. When the observed rates were compared on a location
by location basis, the correlation coefficient (r) was only 0.15.
Thus, even though there was a good correlation between the August
and January data sets, this was not the case when the January and
May data sets were compared. When all SGB rates were compared
seasonally, there was little difference in rates (0.08 and 0.1 ml x
m - X day-1 for January and May respectively.

During the January cruise, the cores were taken with a Pamatmat
multiple coring device (method #3). Cores were taken at four
locations along the PROBES line (PL stations). The rates observed
using this method were approximately 2 orders of magnitude lower
than those observed at the same location as measured using method
#2 (Table 5).

Table 5. Comparison of methane production rates as measured using_2
methods #2 and #3. The units used in both sets of data are ul x m

X day’l.
Location Method #2 Method #3
PL6 120 0
PL8 - 240 0.05
PL10O 30 0.14
PL12 30 0.16

c. Relative microbial activity in waters
During all cruises, we measured relative microbial activity

in water samples using 140 labeled glutamic acid. The trends
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observed in relative microbial activity paralleled those observed
in the methane oxidation data (Figs. 29 to 36). In the NAS area,
the level of microbial activity in the offshore waters was lower
than that observed in the waters collected from inshore locations.
During the August cruise, the mean uptake rate in the inshore
waters and offshore waters was 7.7 and 4.0 ng x 1:I.ter-1 X hr-l
respectively in the surface waters and 81 and 10 ng x l:Lter-l X

hr_1 respectively in the bottom waters (Figs. 29 and 30). The

level of significance for these differences was p = 0.07 in the
surface waters and p = 0.12 in the bottom waters.

In January, the same trend was noted. The mean uptake rates
in the inshore and offshore waters were 10 and 1.5 ng x lit:er-1 X
hr respectively for surface waters and 42 and 7.4 respectively
for the bottom waters (Figs. 31 and 32). The level of significance
for these differences was p = 0.01 in the surface waters and p =
0.11 in the bottom wateré. This trend was observed again in May
where the mean uptake rates in the inshore and offshore waters were
15 and 7 ng x 1iter_l X hr-l respectively, in the surface waters and
35 and 28 ng‘x lit;er—l X hrn1 respectively in the bottom waters
(Figs. 33 and 34). The level of significance for the difference in
the surface waters was p = 0.014 but the difference in the bottom
samples was not significant.

There was also a pattern in the microbial activity in the
bottom vs. the activity in the surface water samples. During the
August cruise, the mean uptake rates in bottom and surface samples
collected at thg same locations were compared. The mean rates for
surface and bottom waters were 8 and 65 ng x 1it:er:_l X hr-l (p =

0.04) respectively. During the January and May cruises, there
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Figure 29. Glutamate uptake rates in ng X li»t:er—1 x hrm1 in surface water samples observed during

the August 1980 cruise.
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the August 198( cruise.
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Figure 35. Glutamate uptake rates in ng x ,1iter'—l x hr—-1 in surface water samples observed
during the May 1981 cruise.
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Figure 36. Glutamate uptake rates in ng x liter“1 X hr—l in bottom water samples observed
during the May 1981 cruise.




were enough samples collected in both the SGB and in the NAS areas
that uptake rates in surface and bottom waters could be analyzed
separately. In the NAS area the mean rate in the surface and
bottom waters was 5 and 23 ng x l:l.ter-1 X hr respectively in
January and 9 and 30 ng x 1:I.t:er_1 X hr—l respectively in May (Figs.
31 to 34). The significance of these differences was p = 0.03 and
0.001 respectively for January and May. In the SGB, the mean rate
in the surface and bottom waters was 0.8 and 25 ng x 1:l.t:er-1 X hr-l
respectively in January and 20 and 74 ng x lzl.ter-1 X hr—1 respectively
in May (Figs. 31, 32, 35, and 36). The significance of these
differences was p = 0.002 and 0.00004 respectively for January and
May.

As was the case with the methane oxidation data, the glutamate
uptake rates were higher in waters collected during the August
cruise than those collected during the January cruise. When comparing
the January with the August uptake rates there was a 63% reduction
in surface waters and a 55% reduction in the bottom waters. This
reduction was not statistically significant at the p <0.1 level in
the surface waters of the NAS area but it was at the p = 0.09 level
in the SGB. The reduction in uptake rates in the January bottom
waters was not statistically significant. There was also an increase
observed in glutamate uptake rates from January to May (66% and 63%
increase in surface and bottom waters respectively). In the NAS
area, this difference was significant at the p = 0.06 level in the
surface waters but was not significant in the bottom waters. In
the SGB area, the differences were p = 0.003 and 0.01 in the surface

and bottom waters,respectively.
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During the January and May cruises, geographical patterns of
glutamate uptake were noted as shown by the enclosed areas in Figs.
31, 32, 34, 35 and 36. The enclosed areas are those where observed
uptake rates were > the mean value observed in the region shown
(the NAS and SGB regions were treated separately). The January
uptake rates showed high levels along the coast to either side of
Port Moller, to the northeast near the Kvichak River and in the
center of the SGB (Figs. 31 and 32). This pattern was observed in
both surface and bottom waters. During the May cruise, no pattern
was observed in the surface waters of the NAS area (Fig. 33) but
there were elevated levels observed in the inshore areas near Port
Moller and to the northeast (Fig. 34). 1In the SGB area, the glutamate
uptake rates in both surface and bottom waters were generally
higher in the center of the region (Figs. 35 and 36).

The microbial activities observed in Port Moller and Herendeen
Bay were essentially the same as the rates observed in the waters
just offshore from Port Moller (Figs. 37 to 39). The highest rates
measured in this area were found in the waters collected at the
head of Port Moller in January (Fig. 37).

D. Relative microbial activity in sediments

During the January and May cruises, studies were conducted on
the relative microbial activity of marine sediments using glucose
or glutamate uptake rates (Figs. 40 to 42). The mean glucose
uptake rate in January was 11 ng x g dry wt._l X hr_l and the mean

glutamate uptake rate was 130 ng x g dry wt.-l X hr-l. The highest

rates were observed in the sediments collected along the PL line from
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Figure 37. Glutamate uptake rates in ng x lzi.ter_1 b4 hl:'..l from surface waters in Port

Moller during the January 1981 cruise. * Denotes rate at high tide, ** rate

at low tide.
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Figure 38. Glutamate uptake rates in ng X liter hr"l from bottom waters in Port
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Figure 40. Glucose uptake rates in ng x g dry weight_'1 4 hr._l for sediment samples observed during

the January 1981 cruise.




08

T 1 ¥
BERING d
SEA BRISTOL
oL o
58 BAY
I
< <
56°| .
PORT
MOLLER
o % e GULF OF ALASKA
54 o o ot -
I70° 165° 160°

Figure 41. Glutamate uptake rates in ng x g dry we:i.ght_1 x hr—1 for sediment samples observed
during the January 1981 cruise.
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Figure 42. Glutamate uptake rates in ng x g dry weight = x hr for sediment samples observed

during the May 1981 cruise.




PL6 to PLl4. During the May cruise, the pattern of glutamate
uptake was different as shown in Figure 42. The mean glutamate

uptake rate was also 65% higher in May (215 ng x g dry wt_l X hr—1

).
When the data from the common stations were compared, this seasonal
difference was significant at the p = 0.009 level. During this
same cruise, microbial activity was also measured in sediments of
Port Moller and Herendeen Bay (Fig. 43). The mean glutamate uptake
rate in these sediments was 1700 ng x g dry wt_l X hr_l. This is
almost 8 times the mean rate observed in the SGB.
E. Nitrogen fixation rates

During the January and May cruises, nitrogen fixation rates
were also measured in the SGB (Figs. 44 and 45). The mean nitrogen
fixation rates for these cruises were 0.1 and 0.2 ng x g dry wt.-1
X hr—l. When compared on a station by station basis, this difference
was not statistically significant.
F. 002 production

Rates of CO2 production were assayed in the sediments of SGB
(Fig. 46) and Port Moller (Fig. 47) during the May cruise. The
mean rate in SGB was 2.4 nmole x g dry wt._l x hr—1 and 20 nmole x
g dry wt.—1 X hr'-1 in Port Moller. The significance of the difference
was p = 0,0003.
G. Enzyme activities

During the May cruise, rates of phosphatase, arylsulfatase,
amylase and laminarinase were assayed in the sediment of SGB (Figs.
48 to 51). The mean activities observed for these enzymes were:
phosphatase 0.53 umole and arylsulfatase 0.63 umole p-nitrophenol

released x g dry wt.-l X hr_l and amylase 35.2 ug and laminarinase
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Figure 43. Glutamate uptake rates in ng x g dry weight—l x hr-1 for sediment samples observed
during the May 1981 cruise.
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Figure 45. Nitrogen fixation rates in ng N, fixed x g dry weight—l X hr_1 for sediment

samples observed during the May 1981 cruise.
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Figure 46. CO, production rates in nmoles x g dry weight:_l b4 hr“1 for sediment samples
observed during the May 1981 cruise.




L8

| | T |
o pm
., & °
56°
PORT
MOLLER
HERENDEEN
’
45 - 5
| I | ' |
161° 45 307 15”
Figure 47. CO2 production rates in nmoles x g dry weightm1 X hr_1 for sediment samples observed during the

May 1981 cruise.
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Figure 48. Phosphatase activity in umole p-nitrophenol released x g dry we:\'.gh(:_1 x hour

for sediment samples collecyed during the May 1981 cruise.
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Figure 49. Arylsulfatase activity in pmole p-nitrophenol released x g dry weight-l X hr"1

for sediment samples collected during the May 1981 cruise.
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Figare -50. Amylase activity in pg glucose released x g dry weight"1 x hr.l for sediment
samples collected during the May 1981 cruise.
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Figure 51. Laminarinase activity in pg glucose released x g dry weight— x hr =~ for sediment

samples collected during the May 1981 cruise.




25.7 pg glucose released x g dry wt-l x hr-l. The regions that
showed elevated activities were approximately the same for all of
these enzymes.
H. Data storage

The cruise data is currently being stored at NIH under the
direction of Dr. Krichevsky, RU #s 391 and 371. This file contains
information on station location, salinity, temperature, water
columm depth, methanogenesis rates, methane oxidation rateé, relative
microbial activity, nitrogen fixation rates and CO2 evolution
rates. The data collected for each cruise are located in a different

file. The file numbers for these cruises are as follows:

Sample # series File #
August, 1980 AW/B 200-300 344
January, 1981 AW/B 400-500 345
May, 1981 AW/B 600-800 346
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VII. Discussion

A. Methane oxidation

1. Observed rates compared with those reported by other investigators
The methane oxidation rates that we have reported in the '"Results”

section of this study were the actual rates observed with a methane

concentration of 0.58 ul x lit:er"1 of seawater. While this information is

very useful for comparative purposes within this study, this should not

be confused with an in situ rate calculated from methane oxidation kinetics

and the actual methane concentrations observed in the same samples.

In order to compare our data set with the methane oxidation rates

reported by others, we have estimated in situ methane oxidation rates

using the preliminary methane concentration data given to us by Dr.

Cline of PMEL. For illustrative purposes, we have chosen the May data

set since it is the most comprehensive set that was collected during

the three NASTE cruises (Table 6).

Table 6. In situ rates of methane oxidation observed during the Mazl
NASTE_iruise. All rates are given in units of nl x liter

x day .
Sample Number
Region Depth Mean S.D. Range of Samples
St. George Basin surface 0.3 0.2 0.03-0.9 29
bottom 2.5 3.9 0.03-18 30
North Aleutian Shelf surface 0.4 0.4 0.01-4 28
bottom 0.4 0.3 0.03-3 29
Port Moller surface 16 12 2.4-49 15

Scranton and Brewer (1978) estimated that the initial rates of
methane oxidation in the deep sea waters they studied were on the order

of 0.01 nl x liter—l X day_l. This value is lower than any observed by
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us. The overall mean rate in all samples except those in Port Moller
was 1 nl x 1iter-l X day-l. The mean rate observed by Sansone and
Martens (1978) was 0.22 nl x li.ter:"1 x day-'l in the Cape Lookout Bight,
North Carolina waters that they examined. While measuring methane
oxidation rates in an African rift lake, Jannasch (1975) observed methane
oxidation rates near 0.11 nl x liter—l x day-l. Although these values
are all within the range that we observed, they are lower than the mean
value. Rates of methane oxidation measured with radioisotopes have
produced rates which are considerably higher than those reported above.
In a recent study by Harris and Hanson (1980), radioactive methane was
used to measure methane oxidation at one substrate concentration in an
eutrophic lake. They observed rates in bottom waters ranging from
approximately 640 nl x lit:el.'-'l x day_1 in May to a high of 640 ul x
liter-l p 4 day-1 in September. These rates are much higher than any that
we observed. Welch et al. (1980) observed methane oxidation rates in an
Arctic lake which produced a mean methane oxidation rate for the lake of
7.2 ul x liter-l X day-l. This rate is approximately 7,000 times the
mean value we observed in May. There is thus a large range of values
that have been observed in aquatic and marine systems. Cur values seem
reasonable when compared to the few data that are available for marine
waters.
2. Factors affecting methane oxidation rates in marine waters

There is currently no information in the literature concerning
environmental factors affecting methane oxidation rates in marine
waters. Essentially everything that is known about these factors has

come from the study of small fresh water lakes. These data have recently
been summarized in a review article by Rudd and Taylor (1980). Their
studies have stressed the importance of 02 and dissolved inorganic

nitrogen (DIN) on the patterns of methane oxidation observed in these
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lakes. When DIN was not limiting, methane concentrations became a
dominant factor at levels below 224 ul x lit:er_l (Rudd and Hamilton,
1975). They also concluded that temperature and pH were not normally
controlling factors in the system they studied. There is also information
that suggests that the presence of particles in the water column might
increase methane oxidation rates by some unknown mechanism (Weaver and
Dugan, 1972).

If the system that we studied behaved in a similar fashion to that
observed in fresh water systems, we would anticipate a correlation
between methane oxidation rates and methane concentrations since the
concentrations normally encountered in our study area were at least two
orders of magnitude lower than the methane limiting concentration listed
above. We would also predict that methane oxidation rates would be
highest in regions of high suspended particulate concentrations. In
general, the areas where there were elevated concentrations of suspended
particles, the methane oxidation rates were also elevated; i.e. in
bottom waters of both lease areas and the inshore stations along the
North Aleutian Shelf (NAS). However, during the January cruise, Dr.
Baker (PMEL) assayed the levels of suspended particles in a number of
our samples and we found no linear correlation between these variables.

The same thing can be said for the correlation between methane
oxidation rates and methane concentrations. In general, the areas where
we observed the highest rates of methane oxidation were also the areas
where the chemists (Dr. Cline and Mr. Katz, PMEL) observed the highest
methane concentrations. The highest methane concentrations observed
during the cruises were in the heads of Port Moller and Herendeen Bay.
We also observed high rates of methane oxidation in this same area

(Figs. 14 to 18). 1In the NAS area during the August and January cruises,
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the highest methane concentrations were observed near Port Moller and
along the coast to the east of Port Moller with the highest concentrations
in the nearshore stations. Again, this parallels the pattern observed

in methane oxidation rates (Figs. 8 to 11).

During the January cruise, we conducted a time study of methane
oxidation rates over one tide cycle. We observed a much higher methane
oxidation rate in the water that was coming out of Port Moller on an
outgoing tide than in water that was flooding into this embayment (Figs.
15 and 16). This same trend was observed in the methane concentrations
(higher concentrations on the ebbing tide [Mr. Chuck Katz, personal
communication}).

In St. George Basin (SGB), the methane concentrations were generally
higher in the bottom waters than in surface waters. The highest methane
concentrations were observed in the vicinity of stations PL6 and SG28
during the August and January cruises and near station SG70 during the May
cruise. This is similar to the pattern of methane oxidation rates found
in this region. We found relatively low methane oxidation rates in the
surface waters during all cruises (Figs. 8, 10 and 19). The methane
oxidation rates were consistently higher in the bottom waters with the
highest rates observed near the areas where the highest methane concentrations
were observed (Figs. 9, 11, and 22). When these data are compafed
seasonally, there is also good agreement between the August and January
data sets. The methane concentration in the bottom waters of the SGB
was reduced approximately 50% in January relative to the higher values
observed in August. The same trend was also observed in methane oxidation
rates. On a large scale, these data appear to be loosely correlated;
however, this apparent correlation breaks down significantly when comparing

the data collected in January with that collected in May. 1In the SGB,
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the mean methane oxidation rate increased from 2.0 to 4.5 nl x 1it:er_1 X
day_1 although this increase was not statistically significant. The
methane concentrations remained about the same or even decreased during
the same period.

To check the validity of this correlation, we conducted a statistical
analysis of linear regression between these two variables. There was
essentially no correlation when the data were compared on a sample by
sample basis. The correlation coefficient (r) between methane oxidation
rates and methane concentration was 0.14, 0.7 and 0.03 for the August,
January and May cruises respectively. The January data were heavily
biased by the high methane oxidation rates observed in 7 Port Moller
samples. When these are excluded from the analysis, the r value is
0.02. From these data we have concluded that there is not a strong
linear relationship between these two variables.

The lack of correlation between methane oxidation rates and methane
concentrations is graphically illustrated in the comparison of these two
variables in the same water columns (Figs. 21 and 52). In all three water
columns, the lowest methane concentrations were observed at the surface
with little increase at depths less than 30 meters. At depths below 30
meters, the methane concentrations generally increased until they reached
maximum values in water samples taken 5 meters from the bottom (B-5 m).
The methane concentrations in the bottom waters were generally slightly
lower than those observed at B-5M., The methane oxidation rates by
contrast, were highest at the bottom, and lowest at B-5m. The elevated
methane oxidation rates in the bottom water samples may be due, in part,
to contamination of these samples by sediment particles resuspended

during the sampling process. All water columns showed a secondary
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Figure 52. Methane concentration in waters at decreasing depth. Arrows
indicate bottom waters. @ = SG67, O = SG5-1, A= SG22, A = SG5-2.
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methane oxidation maximum within 30 meters of the surface where the
methane concentrations were all at the lowest values.

Oxygen levels have also been shown to affect methane oxidation
rates. If DIN is limiting, high 02 levels can apparently limit methane
oxidation (Rudd et al., 1976). During the January and May cruises, Mr.
Katz of PMEL measured 02 levels in selected samples from the entire
study area (including Port Moller). The raw data suggested that the O2
levels were essentially constant from the surface to the bottom of the
water column in most cases (C. Katz, personal communication). It thus
seems unlikely that 02 levels would greatly affect the methane oxidation
rate patterns that we observed. Thus, the factors that limit methane
oxidation rates in freshwater systems do not appear to affect methane
oxidation in the system that we studied.

Although the above mentioned variables do not directly correlate
with methane oxidation, there are several sets of data that suggest
another correlation. That is the correlation between methane oxidation
and microbial heterotrophic activity. The differences observed seasonally
in methane oxidation may give a clue to this correlation. We observed a
significant seasonal difference in the methane oxidation rates observed
in the surface waters but not in the bottom waters of the SGB. If it is
assumed that methane oxidation rates are closely related to overall
microbiological activity, the above correlations make sense.

Our studies and those of others (Griffiths and Morita, 1981; Fuhrman
et al., 1980) have shown that microbial heterotrophic activity is linked
with phytoplankton productivity. Since phytoplankton activity takes place
in the surface waters one would expect a reduction in phytoplankton
activity in surface waters in the winter and higher activities in the
summer. The water column in the SGB is well-structured with little

vertical mixing. Thus, changes due to differences in phytoplankton
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activity should accurately reflect these seasonal changes. The seasonal
changes in the bottom waters should be much less. This same seasonal
trend was observed in the methane oxidation rates (Table 7).

Table 7. Summary of methane oxidation rates measured at one substrate
concentration, during the three NASTE cruises.

Cruise Methane Oxjdation_,
Date Area Sample Depth nl x liter x day
8/80 NAS surface 1.5

bottom 2.2

SGB surface 1.1

bottom 4.4

1/11 NAS surface 0.4
bottom 1.3

SGB surface 0.1

bottom 2.0

5/81 NAS surface 1.0
bottom 1.5

SGB surface 2.0

bottom 4.5

Further evidence also comes from the study of methane oxidation rates
in waters at the same location. During all cruises, we measured methaﬁe
oxidation rates at the surface, bottom and waters 5 meters from the bottom
(B-5m). During August and January cruises, the rates observed in the B~5m
were usually the same as that observed at the surface. In the May SGB
data set, the B-5m methane oxidation rates were lower than that observed
at either the bottom or surface in 19 out of 23 water columns studied
(Figs. 19, 20 and 22). This-trend is 1llustrated in four locations
where detailed analyses of the water columns were conducted (Fig. 21).

The elevated methane oxidation rates observed at stations SG5 and
SG22 within the top 50 meters may well reflect a relationship with

increased phytoplankton productivity in the same water column.
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In general terms, the methane oxidation data and the relative
microbial activities seem to fit well in the SGB and NAS area; i.e.,
both were highest in the nearshore stations in the NAS and both were
highest in the bottom waters. When these two data sets were compared by
cruise, the following correlation coefficients (r) values were observed
0.6, 0.9 and 0.7 for the August, January and May cruises respectively.
This means that for these three cruises, the variation in methane oxidation
rates could be explained by 36%, 81% and 49%Z of the variation in glutamate
uptake rates for the August, January, and May cruises respectively.

Although there has been extensive work conducted on the characteri-
zation of methanotrophs, most of these have been isolated from fresh
water and soils. At this time, very little 1is known about the biology
of marine water methanotrophs. Most of these organisms that have been
isolated prefer single carbon nutrients sources and may lack the enzymes
required to break carbon - carbon bonds (Ribbons et al., 1970). More
recent studies however, have shown that some methanotrophs are able to
metabolize a wide variety of organic compounds (Higgins et al., 1980).
It is quite possible therefore, that methane oxidation may be a consistent
feature of general heterotrophic microbial populations and may not be
tied to the exclusive utilization of methane. If methane oxidizers
depended exclusively on methane as a carbon/energy source in the waters
that we studied, we would have expected a much higher correlation with
methane concentrations.

There is one feature of our results that does appear to be unique.
With the exception of some of the samples that were examined from Port
Moller, none of the water samples studied in NAS and SGB showed significant
(i.e, measurable) incorporation of the methane carbon into cell material.

Wherever natural fresh water populations have been studied with 14C
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methane, methanogrophs have incorporated up to 50% of the methane carbon
into cell material (Rudd and Taylor, 1980). The only report where most
of the methane carbon was respired as CO2 was in anaerobic lake sediments
(Panganiban et al., 1979). ©Under aerobic conditions, the organisms in
aerobic sediments of the same lake incorporated 30-60% of the methane
carbon into cell material. It thus appears that the organisms that we
have studied are different from those studied before in freshwater
systems. It is quite possible that these organisms are utilizing methane
only as an electron source (energy production) and that they are either

fixing CO2 or utilizing another organic carbon source for cellular

carbon.

B. Methanogenesis

1. Observed rates compared with those reported by other investigators

The methanogenesis rates given in this report were calculated from
the actual methane production rates observed in subsamples taken from 10
cm cores. All of our estimates of methane production are calculated
assuming an active methane producing layer of 10 ecm. This assumption is
based on a conclusion reached by Reeburgh (1976) which was that methane
produced in aerobic sediments below this depth was probably oxidized before
it reaches the surface.

The methane production rates that we observed are summarized in
Table 8. Unfortunately, there have been no studies in marine sediments
in which the same method was used. The only study that measured methane
production directly in marine sediments was that reported by Oremland (1975).
In seagrass beds, he observed rates of 0.01 to 0.25 ml x m-2 X day-1 and in
coral reef sediments, he observed rates of 0.08 to 1.0 ml x m-2 X day_l.

These rates are very close to those observed in our work in the SGB (Table 8).
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Table 8., Summary of methane production rates observed during the NASTE
cruises. These Egtes are reported in units of ml methane
produced x meter "x day ~. The calculations used assumed an
active methane production layer of 10 cm.

Cruise Number
Region Date Mean S.D. Range Samples
St. George Basin Aug 0.5 0.5 0-1.3 6
Port Moller " 0.7 0.5 0-1.1 4
St. George Basin Jan 0.08 0.07 0-0.2 25
Port Moller " 13 24 0.2-49 4
St. George Basin May 0.1 0.2 0.01-0.7 29
Port Moller " 35 38 0.04-90 12

There have also been estimations made of methane rates in marine sediments
by indirect means which generally are much greater. These rates were
calculated on the basis of sediment methane concentrations. Reeburgh
(1976) estimated a net methane production rate of about 10 ml x m--2

b4 day“1 from samples taken at two locationsin the Cariaco Trench off

the coast of Venezuela. Barnes and Goldberg (1976) estimated that the
methane production rate in anoxic sediments of the Santa Barbara Basin to
be about 6.5 ml x m-2 X day-l. In both of the latter studies, the
sediments studied were anoxic and would most closely resemble the sediments
that we studied in Port Moller. These values were in fact within the

same order of magnitude as those that we observed in Port Moller.

The methane production rates reported by other investigators suggest
that the rates that we observed in the Pamatmat cores (Table 5) were un-
realistically low. This fact plus the relatively low rates of methane
oxidation that we observed in these sediments leads us to conclude that
there was a loss of methane from the cores during the course of the

experiment.
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2. Methanogenesis in water samples

Studies of methane concentrations in the world's oceans have indicated
that under certain conditlons, there appears to be a net production of
methane in some water columns which are not anoxic (Rudd and Taylor, 1980).
The source of this methane is not known although there is some documentation
for the fact that methane might be produced in the intestinal tract of
zooplankton (Oremland, 1979). This same conclusion was reached by
Scranton and Brewer (1977) as the result of their studies on methane
production in aerobic marine waters.

During the August and May cruises, we measured methane production
rates in bottom water samples (Table 3). Ten samples were tested in
August with none of the samples showing methane production after 7 days
incubation. During the May cruise, however, methane pfoduction was observed
in 5 of the 7 bottom water samples assayed. The samples from this cruise
were incubated for up to 22 days and showed reduced oxygen levels at the
end of the incubation period. It is quite possible that the methane
production that we observed was induced by the long incubation period
and did not reflect in situ methane production in these samples. Since
we did not observe measurable increases in methane until most samples
had been incubated for over 8 days, we have concluded that these are

unnaturally high rates.
3. Seasonal variation in sediment methanogenesis

The mean methanogenesis rates observed during the August, January,
and May cruises were 0.5, 0.08, and 0.1 ml x m_2 X day-'l respectively
in SGB. Although these differences were not statistically significant,
they do generally reflect the methane concentrations observed in the

water column during these cruises. The highest methane concentrations
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were observed in August, with January and May concentrations being much
lower. These results were not surprising in light of the seasonal studies
conducted at Kasitsna Bay, AK (Griffiths and Morita, 1981). 1In that
study, we observed that the microbial activity in the sediments did not
reflect the increase in carbon input from the spring phytoplankton bloom
until several months had elapsed. The elevated chlorophyll concentrations
and the particulate size distributions indicated that there was a spring
bloom in progress during the May cruise (Dr. E. Baker, PMEL, personal
communication). The input of this carbon may have also been reflected
in the elevated rates of methane oxidation and microbial activity observed
in the May water samples.

As far as the methane production was concerned, the data suggest
that the carbon being converted to methane in May came into the system
the previous summer. If the study had been continued through the summer
of 1981, we would expect to find the methanogenesis rates increasing as
more carbon was incorporated into the sediments. The rates observed in
August were probably close to the maximum for the year since this would
be the time when the sediment temperatures and readily degradable carbon
should be at the highest levels.

The Port Moller data are more difficult to interpret. Unfortunately,
the only time that we were able to obtain a complete sampling of the
Port Moller area was in May so there are very few common data points
that can be used in a seasonal comparison. The methane production rates
observed at the Port Moller cannery pier were about the same in August
and January but increased by a factor of two in May. Stations A and B
were both sampled in January and May. The observed methane oxidation

rate increased from 2 to 47 and 49 to 77 ml x m-2 X day-'1 respectively
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for stations A and B from January to May. Some of this increase undoubtedly
reflects the higher incubation temperature used in May. The increase
observed may also reflect the observed increase in the in situ temperature;
the sediment temperature at station B increased from 1.5 C to 6.5 C

during the same period of time methane production rate increased from 2

to 47 ml x m 2 x day_l.

From the results of the methane concentration data, we would have
anticipated the reverse seasonal pattern for methane production in the
Porp Moller sediments. The chemists observed the highest concentrations
at the mouth of Port Moller in August and January and the lowest concen-
trations in May. It is possible that the few locations where methane
production was observed seasonally were not representative of methane
production rates for the area. The transport mechanisms responsible for
releasing methane from the Port Moller area may have changed and/or the
methane oxidation rates may have changed. The latter alternative seems
unlikely since the observed methane oxidation rates in the Port Moller

waters were fairly constant seasonally (Figs. 14 to 18).

4, Geographical patterns of methanogenesis

Prior to this study, it was known from previous methane concentration
data that there was a signficant source of methane associated with the
region around Port Moller and the center of the SGB. Our studies have
shown that it is very unlikely that there is a significant methane
source in the offshore waters of NAS and that the major source of methane
in this region is Port Moller/Herendeen Bay. The extremely high methane
production rates observed in this region strongly suggests that this is
the source of methane which is used by the chemists to calculate transport

rates in the NAS lease area. As far as the transport model is concerned,
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it was very important to establish that there were no major secondary
sources of methane outside of Port Moller. With the possible exception
of a relatively insignificant input of methane from Port Heiden, it has
now been documented that there are no such sources outside of Port
Moller.

In the SGB, the results are more equivocal. In general, the methane
production rates were highest in the center of the SGB sample grid.

This is also the region where the methane concentrations were the highest
in the water column. When these data sets are compared on a station by
station basis however, the correlation is not good. Most of the chemistry
data shows elevated methane concentrations in the region of stations

SG5, SG70 and SG73 in May, S$G28, S$G29, PL6 and P18 in January and SG5,
SG2, PL6 and PL8 in August.

The best sampling resolution was obtained by both the chemists and
ourselves during the May cruise. During that cruise, the region where
we found the highest methane production rates was just to the north of
the region where the highest methane concentrations were observed in the
water column. The poor correlation between these two data sets may, in
part, be due to the nature of methane production in this region.

These sediments were not neatly layered with the surface being
aerobic and the sediment becoming reduced with depth. When the cores
were taken, numerous small reduced black zones could be seen in many of
the subcores. This feature was even more pronounced in sediments that
we stored for extended periods of time at our home laboratory. It
appears that organic carbon is being trapped underneath the surface of
the sediments in small pockets which become anaerobic and then produce

methane. For this reason, the levels of methanogenesis usually varied
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greatly from one subsample to the next. The rates observed with time in

a given subsample was generally very consistent with r values usually

0.9 or above. When the rates in all subsamples were analyzed (either 4

or 6 subsamples per sample), the r value usually dropped to about 0.4.
This suggests to us that the method used produced consistent results but
that there was a great deal of heterogeneity between subsamples. This
heterogeneity was again illustrated during the May cruise when we analyzed
sediments from the same location on two different occasions. At one

time we observed a rate of 0.04 and at the next we observed a rate of

0.12 ml x m 2 x day'l at station SG5 (Fig. 27).

Another possible explanation for the lack of correlation between

methane production and water column methane concentrations is that there
is another source of methane other than from recent marine sediments.
We did observe methane production in bottom water samples collected in
SGB. It is our opinion however, that this is most probably due to the
conditions of the experiment where oxygen levels were unnaturally low
after extended incubation.

The other possible source of methane might be gas vents which are
introducing methane into the system from old sediments; a situation

similar to that reported by Cline and Holmes (1977) in the Norton Sound.

C. Potential impact of crude o0il on biological productivity

1. The role and relative importance of bacteria in the detrital food chain.
We would like to define the "detrital food chain" or web as the

movement of all organic carbon (organic nutrients) from one trophic level to

the next where the carbon originates from sources other than the direct

ingestion and direct utilization of plant material. Thus the nutrients

that form the basis for the detrital food chain includes all organics
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which are not associated with living plant material that is eventually
utilized directly by some consumer. Up to a few years ago, the bacterial
processes were relegated to a dead-end box at the bottom of flow diagrams
which suggested that all of the organic material that could not be used
directly by higher trophic levels was mineralized by the bacteria and
thus lost from the system. With renewed interest in this problem and

the availability of new techniques, much more has been learned about the
mechanisms involved in the detrital food chain. As we will show below,
the bacteria do indeed mineralize organic compounds; however, they also
fill a very important role in the overall productivity of the system

that has not become fully appreciated until recently.

In an extensive study of the role of the detrital food chain in
juvenile salmon production Naiman and Sibert (1979) stated the following:
"The results of our study support the concept of Mann (1972) and Pomeroy
(1974) that the ocean's food web is detrital". Pomeroy suggested that
the main route for the food web in the marine environment was plants -
microorganisms (primarily bacteria)-consumers. This is in contrast with
the classical view of algae-herbivores-larger consumers, where the
bacteria act only as mineralizers.

Mann (1972) concluded that microorganisms provided the main link in
the detrital food web while studying the chemical composition of plant
material during decomposition. The same conclusion was reached by
Thayer et al. (1977) during a similar study of eelgrass decomposition.

In a 1975 study, Harrison and Mann showed that the cropping of bacteria
by protozoa increased the decomposition rate of eelgrass leaves. Thus,
the efficient degradation of ﬁhis plant material required not only
microbial colonization but the cropping of that population by higher

trophic level consumers as well,
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In the classical scheme, the majority of organic carbon produced
by phytoplankton was consumed directly by zooplankton. Recent
studies (Smith and Wiebe, 1976; and Larrson and Hagstrom, 1979) have
shown that a significant portion of this carbon may be released as
soluble carbon and that this in turn, is converted to particulate
carbon by bacteria., Paerl (1978) has shown that bacteria colonize
the surface of actively growing phytoplankton (over 50% showed colonizatiom).
This suggests that the bacteria are utilizing the nutrients being released
by actively growing phytoplankton. Using radioactive tracer techniques,
Cole and Likens (1979), concluded that bacteria are the major agents of
phytoplankton decomposition. In a recent study by Fuhrman and Azam (1980),
natural rates of bacterial biomass production were estimated in water
samples collected from very different coastal marine locations. They
concluded that bacterial biomass production was a quantitatively important
component of coastal marine food webs.

As has been shown above, bacteria are important to many aspects of
the detrital food chain. They are the most efficient organisms known in
taking up and utilizing soluble organic compounds. It has been estimated
that if there were no bacteria in the water column, that the level of
soluble organic compounds would be at least 100 times greater than that
currently found in marine waters. This means that these soluble organics
are converted to particulate organic carbon in the form of bacterial
biomass which can then be used as a food source for higher organisms.
Bacteria also produce enzymes which hydrolyze recalcitrant compounds
such as cellulose, chitin and lignin. The resulting soluble compounds
are taken up by bacteria and converted to bacterial biomass. The detrital
material is colonized by bacteria which is then ingested by higher

organisms. The bacteria are digested off the detrital material and
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detrital particles are then released back into the environment as fecal
pellets. These pellets are recolonized by bacteria and reingested. The
end result of this process is a food source which has low C:N:P ratios
and thus is an excellent balanced organic nutrient. The enrichment of
both nitrogen and phosphorous is made possible by the extreme efficiency
with which bacteria are able to take up these elements.

In a 1977 review article, Fenchel and Jorgensen presented evidence
that quantified the relative importance of the detrital food chain in
nutrient transfer through the system. They showed that only 10% of
macrophytic and seagrass biomass was grazed on directly by herbivores.
Considering the composition of most terrestrial carbon, we assume this
would hold true for this potential nutrient source as well. If the estimates
that over 50% of the phytoplankton produced carbon is also routed through
the detrital food chain are correct, the total nutrient flow via this
route is substantial. Fenchel and Jorgensen (1977) estimated that on
the average 50% of all primary productivity is utilized via this route

in the worlds oceans. The figure for nearshore environments runs near 80%.

2. Crude o0il effects on the detrital food chain.

There now exists in the literature, extensive documentation on the
effects of crude oil on benthic organisms (Boucher, 1980; Carr and Reish,
1977; Elmgreen et al., 1980; Giere, 1979; Swenmark, 1973; and Taylor
and Karinen, 1977). 1If these organisms are killed or driven out by the
presence of crude oil, several important changes will take place in the
system. The burrowing activity, which is now known to have an important
function in the overall metabolism of the sediment by increasing the
total oxidized surface area, is reduced. Burrowing activity is also

responsible for the turning over of the sediments. Of greater importance
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to the detrital food chain is the interruption in the flow of bacterial
biomass which is utilized by higher trophic levels. If there are no
organisms present that are capable of cropping the bacteria, then the
sediments become in effect, carbon sinks. The organic carbon that would
normally be used as the basis for most secondary productivity will
remain in the sediments and will not be used as a food source for the
rest of the food chain.

Our study of long-term crude oil effects on subArctic marine
sediments (Griffiths and Morita, 1981) indicates that this is what is
taking place. The non~oiled sediments showed very little accumulation
of detrital material even at the height of the spring phytoplankton
bloom. They also contained the normal 2 cm of oxidized sediment on the
surface and extensive evidence of infaunal borrowing. In contrast to
this, the oiled sediments had extensive detrital deposits on the surface
and there was essentially no oxidized layer on the surface of the sediments.
In addition, there was no evidence of burrowing activity.

During this same study, it was shown that there was a reduction in
total adenylates indicating that there was reduced total biomass in the
oiled sediments. This reduction was almost twice that which would be
expected from the known reduction in bacterial biomass as determined by
direct counts (epifluorescent microscopy). We therefore conclude that
the balance of the reduction was due to reduced infauna which are potentially
bacteriovorous.

There have been a number of studies in which it has been shown
that microbial activity is actually stimulated when bacteria are
being actively cropped (Harrison and Mann, 1975 and Fenchel and
Jorgensen, 1977). We have observed both a reduction in microbial

activity and a reduction in bacterial biomass in oiled sediments. This
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could, in part, be due to the absence of bacteriovores in the oiled
sediments. It is more likely; however, that this reduction is in response
to the toxic effects of the crude oil itself. We have shown that microbial
activity is reduced in the presence of crude o0il under short-term (8
hour) exposures. In addition, we have seen that the respiration percentages
are increased in the presence of crude oil. This means that proportionately
more of the nutrients that are utilized by the bacteria are being respired
as CO2 and less is being incorporated into bacterial biomass. Even if
the bacteria are being cropped, this would mean a greatly reduced
efficiency in converting detrital carbon into usable carbon for
secondary productivity.

An additional major function of microorganisms in the detrital
food chain is to produce enzymes which breakdown organic compounds
which would otherwise accumulate in the sediments and thus would not
be utilized by higher trophic levels. Our studies have shown that
crude oil reduces the activity of some of these enzymes. More
specifically, we have observed that the enzymes that breakdown cellulose
and chitin (two structural polysaccharides) are inhibited. Actually,
our data suggests that the enzyme itself may not be inhibited, but
that the formation of the enzyme and/or the growth of the organisms
that produce these enzymes are inhibited. Regardless of the mechanism
involved, the results of our effects studies suggest that the degradation
of chitin (the structural material in invertebrate shells), cellulose
(the structural material in plants) and macrophytic material is reduced
in the presence of crude oil.

Under normal conditions, such enzymes would solubilize complex

compounds into simple molecules which are, in turn, taken up by the
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bacteria to form new biomass. This biomass would then be utilized as a
food source by higher trophic levels. It appears from our data that
crude oil interferes with this process at all of these levels; from the
enzymes that breakdown the complex organic molecules, to the formation
of bacteria biomass, to the utilization of bacterial biomass as a food

source.

3. The importance of long-term crude oil effects relative to

overall productivity in NAS and SGB.

Iverson et al. (1979) concluded from their study of the SGB
that in the middle shelf area, most of the organic carbon produced
there is cycled through the detrital food chain. In the sub-Arctic
marine environment, the total amount of available food cycled through
the detrital food chain may range from 50 to 90%Z. Our studies
on crude oil effects indicate that at a concentration of 1 ppt, the pro-
duction of bactérial biomass (the basis for this food chain) is reduced
by at least 50%Z in sediments exposed for as long as one year. Even if
this was the only adverse effect caused by crude oil, we would expect to
find a reduction of 25 to 45% in the amount of food available to the
higher trophic levels in the impacted area. In the SGB it is very
likely that many commercially valuable species are directly dependent on
food from the detritalvfood chain. Therefore an extensive oil spill in
this region could have a serious impact on the commercial fishing industry
particularly if crude oil became associated with the sediments of the
middle shelf area.

At this time, we have no good estimate on how much of the inorganic
nutrients present in the SGB are generated locally by microbial mineralization.
From what is known about the circulation patterns in this region, it is

quite likely that most of the inorganic nutrients present are regenerated
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locally (J. Schumacher, PMEL, personal communication). If this is an
important source of inorganic nitrogen and phosphorous for primary
production we would anticipate a further reduction in overall productivity
if this area were extensively perturbed by crude oil.
D. Regions of high potential impact in NAS and SGB.
1. St. George Basin

During a recent NOAA sponsored synthesis meeting on the St. George
Basin, it was concluded that it was possible to transport large quantities
of crude oil into the sediments of this region. This would occur primarily
during storm surges when the entire water column is disturbed. Since
crude oil production is planned in this important Alaskan fishery, it is
important to determine if there are any regions where crude oil impact
would do the most damage in case of a major accident. We feel that we
have located such a region within SGB.

This was done by measuring rates of several microbial processes
which reflect levels of microbial metabolism in marine sediments. The
variables studies were CO2 evolution, nitrogen fixation, relative microbial
activity (glutamic acid uptake) and the activity of_the enzymes phosphatase,
arylsulfatase, amylase and laminarinase. The 002 evolution rates,
enzyme rates and relative microbial activity were chosen because they
all reflect key biological processes in carbon cycling and/or processes
associated with mineralization. They also are all known to be functions
that are altered by the impact of crude oil (Griffiths and Morita,
1981). Nitrogen fixation was chosen since it is very sensitive to crude
0il perturbation and it can be a key component of the detrital food
chain.

During the January cruise relative microbial activity and nitrogen

fixation rates were measured in sediments of the SGB (Figs. 40, 41 and
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44). The relative microbial activity was measured by using both glucose and
glutamic acid. The résulting activity pattern was essentially the same
regardless of the substrate used to measure relative microbial activity.
The area where nitrogen fixation and relative microbial activity were
higher than the mean is defined by the enclosed area "A" in Fig. 53.

During the May cruise, a much more comprehensive study of microbial
function was conducted on the sediments of SGB. The region of high
enzyme activity was well defined by all of the enzymes tested (Figs. 48
to 51). If these four data sets are compared, the region of highest
activity for all enzymes (> the mean) is defined by a circle with a
radius of approximately 54 km and a center at station PL7 (Fig. 53,
enclosure "B"). If the same comparison is made with the CO2 production,
nitrogen fixation and relative microbial activity data (Figs. 42, 44 and
46), the area of high activity overlap is defined by enclosed area "C"
in Fig. 53. Since this area is within the circle of high enzyme activity,
it represents a region where all variables studied showed elevated
activities. It is our opinion that the secondary productivity of this
region would be significantly impacted by crude oil concentrations of 1
ppt or greater. This opinion is based on the long-term crude o0il effects
studies that we conducted in Cook Inlet (Griffiths and Morita, 1981).

If the results of both cruises are combined, there is a region
surrounding station PL7 which was found to have elevated activities in
both January and May. Although the May data set is much more comprehensive
and probably more accurately reflects the pattern of microbial function
in this region, it is important to note that there was an overlap of
high activity in both of these data sets. We strongly recommend that no

drilling be conducted in the 22 km radius around station PL7 (the approximate
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radius of the overlap area around station PL7). Not only is this a very
sensitive region but it is located in an area that would impact the
sensitive area to the north in the event of a blow-out. From what is
known of the hydrology of the area, it is thought that the prevailing
near bottom water current moves to the north in this area (J. Schumacher
and J. Cline, PMEL, personal communication). If there was a break in an
0il production pipe at the sediment surface, the prevailing bottom
currents could carry the crude oil in the direction of the most sensitive
area as defined by the May data set (Fig. 53).

It should also be noted that this is also a region where elevated
relative microbial activities were also observed in the bottom waters
(Fig. 36). These bottom water samples were taken just above the sediment
and should reflect the activities of microbially active and particulate
laden waters in this portion of the water column. Although the effects
of crude oil on these biologically active waters are not known, this is

the link between the water column and the sediments in which changes are

known to occur.
2. North Aleutian Shelf

Most of the waters in this region are relatively shallow and physically
dynamic. The fact that no fine grained sediments were found in the
sediments outside of the major bays suggest that the bottom currents
keep this matter in suspension rather than depositing them into the
sediments of the region. If there were a major oil spill in the NAS
area, crude oil could become associated with the suspended matter in the
well-mixed inshore waters. The oil could then be transported directly
into the major bays of the Aleutian Penninsula. A much greater threat

to the major bays would come from direct oiling via a surface slick.
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During the May cruise, we measured relative microbial activity,
methanogenesis C02 evolution rates, and enzyme activities in the Port
Moller/Herendeen Bay area. These rates were all significantly
higher than those found in SGB’and in some cases, the rates were more
than 100 times greater than those observed anywhere in SGB. In terms of
carbon respired to COZ’ the mean rate in Port Moller was 0.29 g carbon x
m © x day_l and in the SGB the mean was 0.035. Thus the release of
carbon from Port Moller was 8 times than that observed in SGB. The ﬁean
glutamate uptake was also 8 times higher in Port Moller than that observed
in the SGB. The elevated rates observed in Port Moller suggest that
there is a great deal of biological activity at the heads of this Bay.
Although Port Moller was the only bay in the NAS that we studied, there
is no reason to believe that the other major bays should be any less
active and presumably biologically important. It is therefore our
recommendation that all possible precautions be taken to keep crude 0il

from entering these bays.

VIII. Conclusions

The methane oxidation and methanogenesis data that we have
collected in the St. George Basin and North Aleutian Shelf lease areas
during the NASTE cruises have been useful in determining the biological
sources and sinks of methane in these areas. The implications of these
observations relative to the problem of transport processes in these
lease areas are still being analyzed by the chemists at PMEL. The

conclusions that can be drawn from these data at this point in the analysis

will be discussed in Dr. Cline's final report for RU #153.




Qur studies of microbial function in this study area have indicated
that the regions that would be most sensitive to crude oil perturbation
would be the major bays along the Alaskan Penninsula and the center
of the St. George Basin in the vicinity of 55°48'N, 166°22'W. If
fresh crude oil concentrations > 1.0 ppt accumulated in the marine sediments
of these areas as the result of an oil spill, we predict that significant
reductions in biological productivity would result. This could ultimately

result in a long-term reduction in the fisheries productivity in the

southern Bering Sea.
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SUMMARY

It was the purpose of the work undertaken to bring into pure
culture representative diatoms from the Cook Inlet and the ice-edge in the
Bering Sea and to examine their capacity for the oxidation of aromatic
compounds using naphthalene as a model substrate. Three diatoms from the
Cook Inlet (Kasitsna Bay) were shown to metabolize naphthalene at 6 or 12°C
to l-naphthol and other unidentified ethyl acetate and water-soluble
products. Likewise, three diatoms isolated from samples collected at the
ice-edge in the Bering Sea also formed small amounts of l-naphthol from
naphthalene when incubated in the light at 0 or 10°C.

We have not been able to rigorously prove that any algal cell,
be it a blue-green alga, a green alga, or a diatom can metabolize (1-14C)
naphthalene far enough to produce 14C0,. However, if we assume a
stoichiometery of one l-naphthol in the algae equivalent to one CO2 in
bacteria, then for mesophilic algae, the rate of l-naphthol production is
roughly estimated as 10% of the in situ marine potential, and perhaps
higher if only the photic zone is considered. We have as yet, no
corresponding values for rate of l-naphthol formation from naphthalene by
cold-adapted or psychrophilic diatom cultures, however, it seems reasonable
to suggest that algal aromatic transformations may also be a significant
fraction of bacterial activity in cold environments. In addition to
studies on the oxidation of naphthalene we have also examined the
sensitivity of the Bering Sea psychrophilic diatoms to crude o0il samples
from Cook Inlet and Prudhoe Bay. The results with pure cultures indicate

that the toxicity of crude oil was enhanced in psychrophilic diatoms grow-

ing at 0°C or 10°C as compared to previous studies with mesophilic forms.




There are several important consequences of the results for
Alaskan OCS oil and gas development. It is now clear that pure cultures of
diatoms isolated from either the lower Cook Inlet or from the ice-edge in
the Bering Sea can oxidize aromatic compounds such as naphthalene. Whether
the metabolites persist through the food chain and will be more or less
toxic than naphthalene itself is not known. The results with naphthalene
also imply that the photic zone can be an important sink for aromatic
hydrocarbon transformations. There are certainly differences among
microalgae in the capacity to oxidize naphthalene. It seems prudent,
therefore, to insure, via monitoring, that accidental introduction of aro-
matic compounds in Alaskan waters does not cause a selective or enrichment
effect on existing phytoplankton populations.

A second area of environmental concern is the suggestion of an
enhanced crude o0il toxicity in slower growing psychrophilic diatoms as
compared to their mesophilic cousins. Crude o0il spills near or under the
sea ice may severely impact primary productivity, and thereby higher

tropic level.
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INTRODUCTION
The results are presented in two sections, one dealing with the
Cook Inlet isolates and the other with the isolates from the ice-edge in
the Bering Sea. Each section has an introduction, description of materials

and methods, results and discussion section, and references.

THE OXIDATION OF NAPHTHALENE BY DIATOMS ISOLATED FROM THE
KACHEMAK BAY REGION OF ALASKA

Aromatic hydrocarbons have been found to be widely distributed
in open ocean waters (Brown and Huffman, 1976). Many of these compounds
and/or their metabolites have toxic properties which include initiation of
tumor formation and cancer (Miller and Miller, 1976). In studies of the
fate of hydrocarbons in aquatic ecosystems, a cqnsiderab]e amount of
information is available on the bacterial and fungal degredation of these
compounds and their derivatives (Atlas, 1981; Cerniglia, 1981). In view
of the fact that cyanobacteria and microalgae are widely distributed in
many aquatic environments and may be important in the catabolism of hydro-
carbons, we initiated a research program on the algal oxidation of aromatic
hydrocarbons (Cerniglia et al. 1979, 1980 a,b,c).

Most of the studies on the microbial oxidation of hydrocarbons
have been conducted at temperatures between 20°C to 30°C. Since there has
been increased activities of oil exploration and transport of petroleum in
Alaskan waters, there has been recent interest in the microbia degradation
of crude 0il at low water temperatures (Atlas, 1981).

In this investigation, we report on three diatoms isolated from
the Kachemak Bay region of Alaska which have the ability to metabolize the

aromatic hydrocarbon, naphthalene at low temperatures.
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MATERIALS AND METHODS

Organisms and Growth Conditions. The diatoms K1A (Navicula sp.), K8A

(Nitzschia sp.) and 4D (Synedra sp.) were isolated via enrichment culture
at 6 to 10°C from oblique net (20 um Nitex nylon) tows made during August
1979 and April, 1980 in the Kachemak Bay region, south of Homer, Alaska.
The enrichment medium was local sea water plus 5, 20, or 50% ASP-2 medium
(Van Baalen, 1962). Pure cultures were obtained by repeated streaking or
by several minutes treatment with ultraviolet radiation (254 nm, 15 W

germicidal lamp) and subsequent pour plates. Organism N-1 (Cylindrotheca

sp.) was isolated from a water sample taken from the Pass adjacent to the
Port Aransas Marine Laboratory (Estep et al., 1978). The organisms were
grown on ASP-2 medium containing 125 mg 1-1 Nap Si03.9H20, 4 ug 1-1 vitamin
By and 250 pg 1-1 thiamine in 22 x 175 mm Pyrex test tubes at 12°C. The
growth tubes were illuminated with fluorescent lamps F20T12-WWX two on each
side of the water bath, 8 c¢cm from the front edge of the lamp to the tube
center. The cultures were continuously aerated with 1 + 0.1% CO enriched
air. The generation times under these conditions for the four organisms

were about 24 hours.

Naphthalene Biotransformation Experiments. [1-14C]-Naphthalene experiments

were conducted in order to determine the amount of naphthalene oxidized by
each organism. Cells (0.5 to 0.8 mg) were pooled from several growth tubes
and placed in 22 x 175 mm screw cap tubes, final volume 10 ml.
[14c]-Naphthalene (1 HCi in 20 ul ethanol, 6.9 mg/liter) was added just

before closing the tube with a plastic top lined with a chromatography

septum, aluminum foil and 1 ml Teflon film. Carbon dioxide was added




through a small hole in the plastic top with a gas tight syringe to an
initial conceﬁtration of 1%. The screw cap tubes were clamped to a glass
rod and rotated slowly in the same illuminated water bath used for growing
the cultures. The tubes were incubated at either 6°C or 12°C.

After 22 hr incubation, cells were removed by centrifugation and
each supernatant extracted with five thirty ml volumes of ethyl acetate.
The organic extracts were dried over anhydrous sodium sulfate and the
solvent was removed in vacuo at 42°C. Each residue was redissolved in
methanol and analyzed by high pressure liquid chromatography. The ratio of
ethyl acetate soluble metabolites to water soluble metabolites was
determined by taking each organic soluble extract and redissolving in 50 ul
of acetone and 10 ul aliquots was added to vials containing 10.0 ml of
scintillation fluid. The radioactivity present was determined in a liquid
scintillation counter. Corrections were made for machine efficiency and
quenching.

An experiment with unlabeled naphthalene was conducted with
organism K8A in order to obtain sufficient material for the isolation and
structure elucidation of the naphthalene biotransformation products. Four
10 m1 samples of organism K8A were incubated in crew cap tubes as described
above with 6.9 mg/liter naphthalene at 12°C. After 22 hr the cells were
centrifuged and the supernatant was extracted and concentrated as described
above. The residue was redissolved in methanol and analyzed by gas-chroma-

tography and mass spectrometry.

Analysis of Metabolic Products. High pressure liquid chromatography (hplc)

was used for the separation of metabolites. All hplc analysis were




performed on a Beckman Model 332 hplc and Model 155-10 variable wavelength
absorbance detector (Beckman Instruments, Inc., Berkeley, CA, USA) operated
at 254 nm. An Altex Ultrasphere-0DS Column (25 cm x 4.6 mm id) [Altex
Scientific, Inc., Berkeley, CA, USA] was used for the separation of
naphthalene metabolites, which was achieved with a programmed
methanol/water gradient (50 to 95%, v/v, 30 min.) with a flow rate of 1
ml/min. In experiments with [14C]-naphthalene, 0.5 ml fractions were
collected at 0.5 min, intervals in scintillation vials and 5.0 ml of
Aquasol-2 (New England Nuclear Corp., Boston, MA, USA) was added to each
vial. The radioactivity present in ach fraction was determined in a
Beckman LS-250 liquid scintillation counter.

Gas chromatographic and mass spectral analysis (GC-MS) of
naphthalene metabolites was performed on a Finnigan Model 3100 mass
spectrometer coupled to a gas chromatograph equipped with a glass column (2
mx 1.5 mm id) packed with 3% 0V-1 on Chromosorb Q. The injection
temperature was 50°C with a temperature program of 100-250°C at 8°C/min.
The carrier gas was helium, with a flow rate of 30 ml/min. The following
conditions were used for mass spectrometry: molecular separator temperature
350°C; ion source temperature 100°C ionization beam 70 eV; and ionization

current 200 uA.

Chemicals: Naphthalene (99.9%) was from Aldrich Chemical Co., Milwaukee,
Wis., USA. [1(4,5,8)-14C]-Naphtha1ene [5 mCi/mmol] was from Amersham
Searle, Arlington Heights, I1., USA. A1l naphthalene derivatives were
purified as described previously (Cerniglia and Gibson, 1977). Solvents
for hplc were purchased from Burdick and Jackson Laboratories, Muskegon,

Mich., USA.
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RESULTS AND DISCUSSION

Three pure cultures of diatoms isolated from Alaskan waters
(strains K8A, 4D and K1A) were incubated with [14C]-naphthalene at either
6°C or 12°C. The hplc elution profile of the ethyl-acetate soluble
naphthalene metabolites formed by each diatom is shown in Fig. 1. For
comparative purposes the chromatographic properties of synthetic
naphthalene derivatives is shown in Fig. 1A. All of the organisms oxidized
naphthalene to a compound which co-chromatographed with l-naphthol. These
results are similar to our earlier studies on the oxidation of naphthalene
by cyanobacteria and microalgae (Cerniglia et al., 1980b).

In order to confirm that 1-naphthol was the major metabolite in
the oxidation of naphthalene, cells of Nitzschia sp. strain K8A were
incubated for 22 hr. in the presence of naphthalene and the ethyl acetate
soluble extract analyzed by GC-MS. The GC-MS analysis of the ethyl acetate
extract of the metabolism of naphthalene by Nitzschia sp. strain K8A showed
a compound that had a similar retention time (9.5 min.) and mass spectrum
(m/e 144) to that of authentic l-naphthol.

Table 1 shows that these diatoms oxidized naphthalene to both
organic soluble and water soluble derivatives. The amount of naphthalene
oxidized ranged from 0.7 to 1.2%. It is also interesting to note that

Cylindrotheca sp. strain N-1 when grown at 12°C, wherein it had a similar

rate as oranism 4D gave less total naphthalene oxidation (Table 1). This
data suggests that cold-water adapted microalgae may prove to be more
metabolically active than is implied by their slow growth rates.

In an earlier study we showed that the cyanobacterium

Oscillatoria sp. strain JCM oxidized 4.8% of the added naphthalene. The
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Figure 1. Hplc elution profile of metabolites formed from [14¢3-naptha-
lene by different diatoms. A, resolution of a mixture of synthetic naph-
thalene derivatives. B, Nitzschia sp. strain K8A; C, Synedra sp. strain
4D; D, Navicula sp. strain K1A.

Hplc conditions were as described in Methods.
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Table 1. Distribution of Radioactivity in the Ethyl Acetate Soluble and Water-Soluble

Metabolites Formed from [14C]-Naphtha1ene by Diatoms.

d.p.m. mg dry wt-1

Percentage
Total Metabolism

Organism Organic-Soluble  Water-Soluble Radicactivity of Naphthalene
Nitzschia sp. strain K8A 8,965 (49)* 9,311 (51) 18,276 0.7
Synedra sp. strain 4D 18,044 (58) 13,332 (42) 31,376 1.2
Navicula sp. strain K1A 9,658 (55) 7,987 (45) 17,645 0.7
Cylindrotheca sp. strain N-1 6,550 (43) 8,784 (57) 15,334 0.6

* percent of total metabolites




ratio of ethyl acetate soluble metabolites to water-soluble metabolites was
41:59. Table 1 shows that all of the diatoms formed water-soluble
products. The identification of these products remains to be determined
but these results suggest that diatoms may have the ability to oxidize
naphthalene to ring cleavage or conjugated products.

The results herein extend the original observations on the
oxidation of naphthalene by temperate forms (Cerniglia et al., 1980b) to
cold-adapted diatoms and reinforce the view that the capacity for oxidation
of aromatic compounds is a general metabolic feature in the microalgae.
Algal rates of aromatic oxidation versus rates for the aerobic
heterotrophic microbial populations in the photic zone are unknown.
However, the photic zone in the sea may prove to be a major sink for
transformations of aromatic compounds in nature. Whether this will
increase or decrease their toxicity for zooplankton and higher trophic

levels is unknown.
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BERING SEA DIATOMS: GROWTH CHARACTERISTICS, OXIDATION OF NAPHTHALENE,
AND SENSITIVITY TO CRUDE OIL

It has been known for many years that a rich assemblage of
microalgae, primarily diatoms and small flagellates, is associated with the
underside of the sea ice, the so-called ice algae (1). These ice forms are
believed to contribute importantly to the primary production of the polar
regions (2,3). In the Bering Sea the ice algae comprised the first spring
bloom well preceeding blooms that occurred in the open water further south
(3). We herein describe the photoautotrophic growth characteristics of
pure cultures of psychrophilic diatoms isolated from water and ice samples
taken at the ice edge in the Bering Sea, February-March, 1981 (4). 1In
addition, because of the very real impact that petroleum exploration and
production in the Arctic may have on the ice microflora (5) we have
measured growth rates in the presence of two representative crude oils
from the Cook Inlet and Prudhoe Bay.

Samples were collected from water pumped from the bow intake system
of the R/V Surveyor, from melted ice cores, or from small pieces of
floating, brown colored ice (Table 2). The samples were submitted to
enrichment culture within one hour of collection. Thé medium for the
enrichment cultures was composed of filtered (0.4 um) 1p local sea water
plus 1 of a synthetic algal medium, KASP-2 (6). Medium KASP-2 contained
per liter of glass distilled water: 18 g NaCl; 5 g MgS04.7H20; 0.60 g KCI;
0.37 g CaCl2.2H20; 1 g NaNO3; 0.05 g KHpPO4; 1 g tris(hydroxymethyl)-

aminomethane; 0.03 g ethylenediaminetetraacetic acid, disodium salt,
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Table 2. Water and ice samples; Leg Il Surveyor S132, 22 Feb. to 14 Mar., 1981

GMT Date Latitude Longitude Type

1800 Feb. 23 55°44.4' 157°24.1"' Shipboard pumped sea water filtered through 10 um Nitex nylon net

1900 Feb. 24 55°4.3' 162°11.1" Pumped sea water and 10 um net

1830 Feb. 25 55°57.5'  168°45.3' Pumped sea water and 10 um net

1730 Feb. 26 58°7.5' 173°17.4" Two ice cores, courtesy of Seelye Martin, bottom 3-4 cm thawed and
filtered through 0.2 um sterile filter

1830 Feb. 26 58°13.4' 173°8.6' Pumped sea water and 10 um net, sea water temp. 1.0°Ca

1745 Feb. 27 58°26.6' 172°51.2' Piece of "brown ice" thawed in 10 um net

1930 Feb. 27 58°29.0' 172°37.1' Pumped sea water and 10 um net, sea water temp. 0°C

1900 Feb. 28 58°07.6' 173°17.8' Pumped sea water and 10 ym net

1830 Mar. 1 58°39.9' 172°19.6' Pumped sea water and 10 um net

1800 Mar. 3 59°15.5' 171°12.0' "Brown ice" thawed in 10 um net, sea water temp. -1.5°C

1800 Mar. 4 59°18.2' 171°29.2' Pumped sea water and 10 um net

0400 Mar. 5 59°17.0' 171°41.8' Surface tow, 10 um net in clearings around ice

1900 Mar. 5 59°08.8' 171°55.0' Pumped sea water and 10 um net, sea water temp. -1.2°C

2300 Mar. 5 59°07.7' 171°50.4' Pumped sea water 10 um net

1830 Mar. 7 58°43.0' 172°15.4' Pumped sea water 10 um net

1930 Mar. 8 58°46.3' 172°51.7' Pumped sea water 10 um net, sea water temp. 0.6°C

1900 Mar. 9 58°32.9' 173°29.4' Pumped sea water 10 um net

a Not precise temperatures, listed only to give some jdea of the prevailing

temperatures at the

time the algal sampleS were collected.



dihydrate; 0.004 g FeCl13.6H20; 0.034 g H3B03; 0.004 g MnCl2.4H20; 670 g
ZnSo4.7H20; 38 g NapMoOg.2H20; 12 g CoClp.6Hp0; 0.3 g CuSog.5H20
and supplemented with 0.125 g NapSi03.9H20, 300 g thiamine; 8 g vitamin
B12; 30 g biotin. The enrichment cultures were incubated in continuous
light at -1 to 0°C in the shipboard flowing water system (one overhead
fluorescent fixture) or at 5 to 7°C in a refrigerator (one 40W tungsten
lamp). The cultures were frequently examined microscopically and
transferred to fresh medium as appropriate. Unialgal cultures were
purified by repeated streaking on petri dishes containing agarized (1% low
gelling temperature agar, No. A4018, Sigma Chemical Co., St. Louis, MO)
medium composed of lp offshore Gulf of Mexico sea water plus lp medium
KASP-2. The dishes were incubated in continuous fluorescent or tungsten
light in sealed plastic containers in an atmosphere of 0.5 to 1% COp-in-air
at 5 or 10°C. After 5 to 15 days suitable micro-colonies were excised,
transferred to agar slants, and examined for purity microscopically and in
the basal medium supplemented with complex organic materials; 0.1% each of
yeast extract, trypticase, and soytone (all products of Difco Laboratories;
Detroit, MI). Stock cultures were routinely maintained as slants in a
refrigerator at 5-10° with illumination provided by one 40W tungsten lamp
25 to 40 cm from the cultures.

The cultures were kindly identified by Professor Qi Yu-zao of the
Départment of Biology, Jinan University, Guangzhou, P.R.C. as;

Thalassiosira sp. (our notation D1-2), Navicula sp. (J-4), Nitzschia

sp. (K3-3), Chaetocerous sp. (K3-10) and KD-50). Organisms K3-10 and KD-50

isolated from two different samples may be the same species, tentatively




C. laciniosus Schutt, but they were sufficiently different in physiology to
warrant experimentally being considered two different organisms. It should
be noted that these diatoms isolated from the enrichment cultures, while
certainly not all the organisms present, were common in numerous fresh
samples examined on shipboard.

The light-temperature gradient plate (7) was used to survey the
general growth characteristics of the isolates from 6 to 22°C (Fig. 2).
A1l the cultures were clearly cold-adapted. Only one strain, the

Chaetocerous sp. (K3-10), grew well at 18°C. The optimum temperatues were

from 10 to 14°C. It was not practical to operate the light-temperature
gradient plate below 6°C nor was the plate useful for measuring growth
rates. Growth rates were therefore measured in liquid cultures at O or
10°C (Table 3). Four of the isolates, KD-50, K3-10, K3-3, and J-4
maintained reproducible generation times at 0°C of from 5 to 7 days. At

10°C the growth rates were 1 to 21l days. The Thallassiosira sp. (D1-2)

grew at such a slow rate even at 10°C as to preclude useful experimental
work. Organism K3-3 was found to require vitamin Bjp, organism J-4 was
stimulated by vitamin Bi2. The other cultures grew without added Qitamins.
0f particular interest were the exceedingly slow growth rates, especially
at 0°C. We have looked for chemical or physical factors having significant
effect on the growth rate. Light and dark cycles (18L:6D) or addition of
reduced nitrogen, NHaCl1 or organic nitrogen in the form of casamino acids,
had little effect. The choice of lamps, deluxe warm-white phosphor
fluorescent lamps shielded by one screen to cut intensity, was made on the

basis of extensive early screening of different combinations of phosphors
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Fig. 2. Relative growth of ice edge diatoms as a function of temperature
and light intensity. The aluminum light-temperature gradient plate was
46x63.5x1.27 cm. It was illuminated by two rows (2 lamps per row placed
end to end) of F20T12-WWX Tlamps placed 34 cm above the front edge., The
light intensity over the front edge of the plate was 420uw/cml (Model 65
Radiometer, YSI Co., Yellow Springs, OH). Pyrex petri dishes, 60x15 mm,
containing 10 ml of medium (1/2 KASP-2 plus 1/2 sea water) plus inoculum,
were placed at desired locations on the plate. Growth was judged visually
or optically, if dense enough. For each organism the data were recorded
relative to the position on the plate which gave the best growth. The
experiments were purposely terminated after 9-12 days at relatively low
cell densities to avoid severe CO2 or light limitations on growth. The
notation NG means no growth.




Table 3. Growth rates, as generation times in hours, of diatoms isolated
from the ice edge in the Bering Sea and inhibition of their growth by two

crude oils.

Temperature (°C)

0 10 0 10
Strain No. Cook Inlet Crude (ppm) Prudhoe Bay Crude (ppm)
0 50 500 0 50 500 50 500 50 500
KD-50 144 144 O 30 33 36 0 0 42 72
K3-10 120 120 O 30 30 39 120 0 36 55
K3-3 144 0 0 48 48 NG* 0 0 45 NG
J-4 170 ND* ND 60 60 60 ND ND 72 103

*NG means no growth. 1 ND means not determined. Continuous illumination
was provided by two F20T12/WWX fluorescent lamps 10 cm from the lamp center
to the growth tube center. Lamp output was cut to approximately 60% by one
copper screen inserted between the lamps and the growth bath. Temperatures
were held to + 0.2 at 1°C and + 0.5 atA10°C. The growth tubes were
continuously bubbled with 1 + 0.1% COp in air, cell concentration was
measured turbidimetrically or by collecting cells on a 0.4 um filter and
drying at 45°C in a vacuum oven over P205. The crude oils were sterilized
by filtration with pressure (N2) through 0.45 um silver membranes (Selas
Corp., Dresher, PA). The crude oil was absorbed onto washed 12.7 mm filter
paper discs and the discs placed directly into the culture tubes. Crude
0ils presented in this manner remain absorbed on the discs and in contact

with the algae (15). The generation times shown are conservatively good to

+ 15%.




and intensities. Moreover short-time photosynthesis measurements (14C02

fixation) carried out under these same lighting conditions gave linear and
saturated rates of COp uptake over several hours. By several fundamental
criteria of algal culture, cell density and elementary analysis, these
cultures are behaving as expected. Cell yields of 0.5mg dry weight

ml-1 were routinely achieved. The elemental analysis of organism KD-50
grown at 0° or 10°C was: %C, 32.29 and 32.91; %H, 4.99 and 4.98; %N, 5.16
and 5.42, %residue, 34.9 and 30.9. On an ash-free bhasis these values
compare very favorably with a variety of algal cells (8).

There are, then, two very interesting features which emerge from the
characterization of growth in these ice edge diatoms. First, these
organisms fit the textbook definition of obligate psychrophiles, micro-
organisms that can grow well at 0°C and that do so optimally below 20°C
(9). In other words these are not just mesophilic forms capable of growth
at 0°C but with optimum temperatures above 20°C, but rather strains
restricted to temperatures below 18°C (Fig. 2). Their second significant
characteristic was their exceedingly slow measured generation times, 5 to 7
days at 0°C. Such very slow generation times are not anticipated from the
existing large body of information primarily on mesophilic microalgae (10).
Indeed a theoretical treatment of algal growth rates versus temperature
predicted generation times approaching 1 day at 0°C (11). In work with
unialgal (bacterized) cultures of four Arctic ice diatoms at 5°C generation
times of 1 to 2 days were found (12). A unialgal strain of Skeletonema

costatum, a typical mesophilic form, had an estimated generation time of

approximately 2 days at 0°C (13).




The generation times measured herein at 0°C with pure cultures of
cold-adapted diatoms appear to be the first of their kind. The very slow
growth rates at 0°C may perhaps be a reflection of one or several enzymes
with unavoidably low turnover times at 0°C. However, the very marked
increase in the solubility of oxygen at low temperatures may cause special
problems for a photosynthetic cell, for example, with the oxygenase
reaction catalyzed by ribulose 1,5-bisphosphate carboxylase (14). If
generation times approaching one week are typical under supposedly optimum
conditions in the lab for ice edge algae then their turnover times 1g_§i£g
may be much lower. These unique Arctic (probably Antarctic as well) ice
phytoplankton and hence these ecosystems may truly merit the appellation of
fragile.

Notwithstanding the slow growth rates of these psychrophilic
diatoms, we have been able to grow enough cells to examine their capacity
for oxidation of aromatic hydrocarbons using naphthalene as a model
substrate. Figures 3 and 4 demonstrate that l-naphthol was formed from
(1-14C) naphthelene at 0 or 10°C. The amounts were very small but are real
and suggest that cold-adapted microalgae can oxidize aromatic hydrocarbons
as is now well-described in mesophilic forms (see page 1).

The observations on the toxicity of crude oils (Table 3) also
suggest that cold-adapted diatoms will generally prove more sensitive to
any accidental crude o0il spills in or around the ice edge in the Bering
Sea. Lethality was evident in two of the diatoms, KD-50 and K3-3 at 50 ppm

at 0°C, while 500 ppm was lethal to all four organisms. At 10°C toxicity

was lessened. For comparison the same Prudhoe Bay crude had no effect at




K3-3 J-4 KD50

Fig. 3. Radioautogram of products formed from (1-]4C) naphthalene by
psychrophilic diatoms grown and incubated with naphthalene at 0 + 0.1°C.
The organisms are identified in the text. Naphthalene, 1uCi (specific
activity TuCi/umol) was added to 10ml of diatom culture (approx. 0.5mg
dry weight/ml) in a screw cap tube. After incubation for 24 hours in
the same bath as used for growing the cells, the cells were removed by
centrifugation and the supernatants from 3 tubes (30ml total) were
extracted with ethyl acetate. The ethyl acetate extract was dried over
Na250 » evaporated, and the whole sample chromatographed on silica gel
plates using chloroform-acetone (4:1). The region marked A on the radio-
autogram is naphthalene, region B is 1-naphthol.
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Figure 4. Radioautogram of products formed from (1-14C) naphthalene by
psychrophilic diatoms grown and incubated with naphthalene at 10 + 0.5°C.
Experimental details were the same as in Fiqure 3.




500 ppm and caused only slight lags in growth at 1500 ppm when tested at
30°C against three mesophilic algae, a blue-green alga, a green alga, or a
diatom (15). In work with four unialgal cultures isolated from the
southern Beaufort Sea growth of diatoms and a green flagellate was markedly
inhibited by crude 0il1 concentrations higher than 100 ppm but diatoms
seemed more sensitive than the green flagellate (16). Curiously, in this
work greater inhibition was observed with longer exposure at temperatures
between 5 to 10°C than at 0°C.

The capacity for oxidation of aromatic hydrocarbons and enhanced
toxicity of crude oil in psychrophilic diatoms may, in the case of an oil
spill, be important to maintenance of primary production levels and
therefore to higher trophic levels in the Bering Sea. These observations
need broader confirmation both in laboratory and field studies.

With the enrichment and isolation in pure culture of these
psychrophilic Arctic diatoms, especially with the easily cultivated

Nitzschia sp. (K3-3) and the Chaetocerous sp. (K3-10, KD-50) as

experimental tools, we should now gain further understanding of regulation

of photosynthetic and biosynthetic pathways in cold-adapted microalgae.
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RATE STUDIES OF 1-NAPHTHOL FORMATION IN MESOPHILIC ALGAE

To determine if microalgae can degrade naphthalene to CO» we have
incubated a blue-green alga, a green alga, and a diatom in closed flasks at
30°C with (1-14c) nabhthalene and recovered COp from the gas phase by
precipitation as BaCO3. The BaCO3 was carefully washed with water, ethanol
and again with water, then acidified and any radioactivity trapped in 5 ml
of 0.1IN NaOH. Part of the NaOH solution was added to scintillation
cocktail and counted. The above procedure completely eliminated any carry
over of naphthalene. Recoveries using NaH14C03 carried through the
precipitation, washing, acidification and trapping in NaOH steps were 90%
or better. We have not found any evidence that the above cultures can
metabolize naphthalene to 14C0,. We have examined the time course of

1-naphthol formation in the blue-green alga, Oscillatoria sp. our strain

JCM (Fig. 5). We estimate from such data that strain JCM can form

20 nmol of l-naphthol per mg dry weight of cells in 24 hours. If we assume
that the experimentally measured algal rate formation of 1-naphthol can be

equated with bacterial hydrocarbon biodegradation rates (Bartha and Atlas,

1977) then at the reasonable level of 1 ug chlorophyll a/liter in a natural

system algal hydrocarbon oxidation can amount to 10% of the "in situ"

marine potential.
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1 Objectives

To examine the potential interactions of microbial populations with
pollutants that may be produced as a result of oil and gas development in
Alaskan outer continental shelf regions. Specifically to determine population
levels of microorganisms indigenous to surface waters and sediments in proposed
0oil and gas lease areas of the Gulf of Alaska, Cook Inlet, Bering Sea and
Beaufort Sea; to characterize the microbial populations in these Alaskan outer
continental shelf regions with respect $0 the taxonomic placement of indigenous
bacteria; to characterize the microbial communities with respect to diversity
of bacterial populations; to determine the pbtentia] denitrifying activities of
indigenous sediment microorganisms; to determine the potential of water and
sediment microbial populations for biodegrading petroleum hydrocarbons; and to
examine the weathering of petroleum with respect to the chemical modification
of the 0il due to microbial hydrocarbon biodegradation.
I Introduction

This study was conducted in an effort to characterize microbial
populations and the ability of microorganisms to biodegrade petroleum
hydrocarbons in proposed Alaskan OCS oil and gas lease areas. The approach has
been to determine the distribution and population levels of several
microbiological groups, e.g. hydrocarbon degraders within a geographic area, to
extensively characterize selected microorganisms using numerical taxonomy to
determine the diversity of the microbial community and an inventory of the
dominant microbial taxa within a given geogrophic area, to determine the
potential denitrifying activities of microorganisms, and to determine the
biodegradation potentials of indigenous microbial populations for petroleum -
hydrocarbons. To this end intensive surveys of proposed Alaskan OCS oil and

gas lease areas were conduted. In addition to surveys to determine hydrocarbon
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biodegradation potentials, intensive studies were carried out in the Beaufort
Sea to follow the chemical changes in crude oil as it undergoes biotic

(biodegradation) and abiotic (physical and chemical) weathering in sediment.

IIT Current State of Knowledge--Review of the Literature
Concerning Hydrocarbon Biodegradation

In 1946, Claude E. ZoBell reviewed the action of microorganisms on
hydrocarbons (ZoBell, 1946). He recognized that many microorganisms have the
ability to utilize hydrocarbons as sole sources of energy and carbon and that
such microorganisms are widely distributed in nature. He further recognized
that the microbial utilization of hydrocarbons was highly dependent on the
chemical nature of the compounds within the petroleum mixture and on
environmental determinants.

Twenty-one years after ZoBell's classic review, the supertanker Torrey
Canyon seank in the English Channel. MWith this incident, the attention of the
scientific community was dramatically fccused on the problems of oil pollution.
After this event, several studies were initiated on the fate of petroleum in
various ecosystems. The expansion of petroleum development into new frontiers,

such as deep offshore waters and ice-dominated Arctic environments, and the

apparently inevitable spillages which occur during routine operations and as a

consequence of acute accidents have maintained a high research interest in this
field.

The chemically and biologically induced changes in the composition of a
polluting petroleum hydrocarbon mixture are known collectively as weathering.
Microbial degradation plays a major role in the weathering process.
Biodegradation of petroleum in natural ecosystems is complex. The evolution of

the hydrocarbon mixture depends on the nature of the oil, on the nature of the




microbial community, and on a variety of environmental factors which influence
microbial activities.

Attention has been focused on marine environments since the world's oceans
are the largest and ultimate receptors of hydrocarbon pollutants. Most
previous reviews concerning the microbiology of petroleum pollutants have been
concerned with the marine environment (Atlas, 1977a; Atlas and Bartha, 1973c;
Atlas and Schofield, 1975; Bartha and Atlas, 1977; Colwell and Walker, 1977;
Crow et al., 1974; Floodgate, 1972a, 1972b, 1973, 1976; Jordan and Payne, 1980;
Karrick, 1977; National Academy of Sciences, 1975; Van der Linden, 1978;
ZoBell, 1946, 1964, 1969, 1973). This review expands the scope to include
consideration of the fate of petroleum hydrocarbons in freshwater and soil
ecosystems. It also discusses several case histories relevant to the role of
microbial degradation in determining the fate of petroleum pollutants from
major o0il spills.

CHEMISTRY OF PETROLEUM BIODEGRADATION

Degradation of Individual Hydrocarbons

Petroleum is an extremely complex mixture of hydrocarbons. From the
hundreds of individual components, several classes, based on related
structures, can be recognized. The petroleum mixture can be fractionated
by silica gel chromatography into a saturate or aliphatic fraction, an
aromatic fraction, and an asphaltic or polar fraction (Brown et al., 1969a).
Several studies have been performed to determine the metabolic pathways for
degradation of these compounds, and there have been a number of reviews on
this subject (Donoghue et al., 1976; Foster, 1962a, 1962b; Gibson et al.,
1968, 1971; Hopper, 1978; Markovetz, 1971; McKenna and Kallio, 1965;
National Academy of Sciences, 1975; Perry, 1977, 1979; Pirnik, 1977;
Rogoff, 1961; Stirling et al., 1977; Trudgill, 1978; Van der Linden and

Thijsse, 1965).
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Hydrocarbons within the saturate fraction include n-alkanes, branched
alkanes, and cycloalkanes (naphthenes). The n-alkanes are generally considered
the most readily degraded components in a petroleum mixture (Davies and Hughes,
1968; Kator et al., 1971; McKenna and Kallio, 1964; Treccani, 1964; ZoBell,
1946). Biodegradation of n-alkanes with molecular weights up to g¢C44 has
been demonstrated (Haines and Alexander, 1974). The biodegradation of
n-alkanes normally proceeds by a monoterminal attack; usually a primary alcohol
is formed, followed by an aldehyde and a monocarboxylic acid (Foster, 1962a,
1962b; McKenna and Kallio, 1965; Miller and Johnson, 1966; Ratledge, 1978; Van
der Linden and Thijsse, 1965; Van Eyk and Bartels, 1968; ZoBell, 1950).

Further degradation of the carboxylic acid proceeds by B-oxidation with the
subsequent formation of two-carbon-unit shorter fatty acids and acetyl coenzyme
A, with eventual liberation of COZ‘ Fatty acids, some of which are toxic, have
been found to accumulate during hydrocarbon biodegradation (Atlas and Bartha,
1973d; King and Perry, 1975). Omega (diterminal) oxidation also has been
reported (Jurtshuk and Cardini, 1971). Subterminal oxidation sometimes occurs,
with formation of a secondary alcohol and subsequent ketone, but this does not
appear to be the primary metabolic pathway utilized by most n-alkane-utilizing
microorganisms (Markovetz, 1971). A new pathway recently was elucidated by W.

R. Finnerty (personal communication), who found that an Acinetobacter species

can split a hydrocarbon at the number 10 position, forming hydroxy acids. The
initial steps appear to involve terminal attack to form a carboxylic acid,
subterminal dehydrogenation at the number 10 position to form an unsaturated

acid, and splitting of the carbon chain to form a hydroxy acid and an alcohol.
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Highly branched isoprenoid alkanes, such as pristane, have been found to
undergo omega oxidation, with formation of dicarboxylic acids as the major
degradative pathway (McKenna ahd Kallio, 1971; Pirnik, 1977; Pirnik et al.,
1974). Methyl branching generally increases the resistance of hydrocarbons to
microbial attack (Fall et al., 1979; McKenna and Kallio, 1964; Pirnik, 1977;
Schaeffer et al., 1979). Schaeffer et al. (1979), for example, found that
terminal branching inhibits biodegradation of hydrocarbons. Methyl branching
at the beta position (anteiso-terminus) blocks B-oxidation, requiring an
additional strategy, such as alpha oxidation (Beam and Perry, 1973; Lough,
1973), omega oxidation (Pirnik, 1977), or beta alkyl group removal (Cantwell et
al., 1978; Seubert and Fass, 1964).

Cycloalkanes are particularly resistant to microbial attack (Doncghue et
al., 1976; Ooyama and Foster, 1965; Perry, 1979; Stirling et al., 1977;
Trudgill, 1978). Complex alicyclic compounds, such as hopanes (tripentacyclic
compounds ), are among the most persistent components of petroleum spilleiges in
the environment (Atlas et al., 1981). There have been several reports of the
direct oxidative and co-oxidative degradation of both substituted and
unsubstituted cycloalkanes. The microbial metabolism of cyclic hydrocarbons
and related compuonds has been reviewed by Perry (Austin et al., 1977b). Up to
six-membered condensed ring structures have been reported to be subject to
microbial degradation (Cobet and Guard, 1973; Walker et al., 1975a). Several
unsubstituted cycloalkanes, including condensed cycloalkanes, have been
reported to be substrates for co-oxidation with formation of a ketone or
alcohol (Beam and Perry, 1973, 1974a, 1974b; Perry, 1979). Once oxygenated,
degradation can proceed with ring cleavage. Degradation of substituted
cycloalkanes appears to occur more readily than the degradation of the

unsubstituted forms, particularly if there is an n-alkane substituent of
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adequate chain length (Perry, 1979; Soli, 1973). In such cases, microbial
attack normally occurs first on the substituted portion, leading to an
intermediate product of cyclohexane carboxylic acid or a related compound. A
novel pathway for the degradation of cyclohexane carboxylic acid involves
formation of an aromatic intermediate (Perry, 1979) followed by cleavage of the
aromatic ring structure.

The degradation of aromatic hydrocarbons has been reviewed by Gibson and
others (Cripps and Watkinson, 1978; Gibson, 1968, 1971, 1976, 1977; Gibson and
Yeh, 1973; Hopper, 1978; Rogoff, 1961). The bacterial degradation ofiaromatic
compounds normally involves the formation of a diol followed by cleavage and
formation of a diacid such as cis,cis-muconic acid. In contrast, oxidation of
aromatic hydrocarbons in eukaryotic organisms has been found to form a
trans-diol. For example, fungi have been shown to oxidize naphthalene to form
trans- 1,2-dihydroxy-1, 2-dihydronaphthalene (Cerniglia and Gibson, 1977, 1978;
Cerniglia et al., 1978b; Ferris et al., 1976). The results indicate that only
one atom of molecular oxygen is incorporated into the aromatic nucleus, as has
been found for mammalian aryl hydrocarbon hydroxylase systems. Cerniglia and
Gibson (1980a, 1980b) and Cerniglia et al. (1978a, 1978b) have investigated the
fungal oxidation of polynuclear aromatic hydrocarbons. They found evidence for

formation of trans-7,8-dihydroxy-7,8-dihydroberzo(a)pyrene by Cunnninghamella

elegans from the oxidation of benzo(a)pyrene. Cerniglia ard Eibson (1979) and
Cerniglia et al. (1980a, 1980b, 1980c) also investigated the metabolism of
naphthalene by cyanobacteria. They found that naphthalene was oxidized in the
light but not in the dark. Scenedesmus strains also were shown to utilize
n-heptadecare in the 1ight (mixotrophic growth), but were unable to utilize
this alkane in the dark (Masters and Zajic, 1971). The major product formed by

Agmenellum and Oscillatoria species was 1-naphthol (Cerniglia and Gibson,
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1979). These organisms also formed cis-1,2-dihydroxy-1,2-dihydronaphthalene
and 4-hydroxy-1-tetralene (Cerniglia et al., 1980b). These results suggest
that cyanobacteria have a variety of mechanisms for initiating the oxidation of

naphthalene. The Oscillatoria species also has been found to oxidize biphenyl,

indicating that a wider range of aromatic hydrocarbons are subject to oxidation
by cyanobacteria (Cerniglia et al., 1980c).

Light aromatic hydrocarbons are subject to evaporation and to microbial
degradation in a dissolved state (Kappeler and Wuhrmann, 1978a, 1978b).
Extensive methyl substitution can inhibit initial oxidation (Atlas et al.,
1981; Cripps and Watkinson, 1978). Initial enzymatic attack may be on the
alkyl substituent or, alternatively, directly on the ring (Gibson, 1971).
Condensed ring aromatic structures are subject to microbial degradation by a
similar metabolic pathway as monocyclic structures (Cripps and Watkinson, 1978;
Dean-Raymond and Bartha, 1975; Gibson, 1975; ZoBell, 1971); condense ring
aromatic hydrocarbons, however, are relatively resistant to enzymatic attack;
for example, Lee and Ryan (197€) found that biodegradation rates were over
1,000 times higher for naphthalene than for benzopyrenes. Structures with four
or more condensed rings have been shown to be attacked, in some cases, by
co-oxidation or as a result of commensalism (Barnsley, 1975; Cripps and
Watkinson, 1978; Gibson, 1975; Walker and Colwell, 1974b; Walker et al., 1975d,
1976b).

The metabolic pathways for the degradation of asphaltic components of
petroleum are probably least well understood. These are complex structures
which are difficult to analyze with current chemical methodology. The
degradation of various sulfur-containing components of petroleum has bee
examined (Hou and Laskin, 1976; Kodama et al., 1970; Nakatani et al., 1968;

Walker et al., 1976b; Yamada et al., 1968), but no uniform degradative pathway,
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comparable to the pathways established for aliphatic and aromatic hydrocarbons,
has yet emerged for the asphaltic petroleum components. Advances in
determining degradative pathways for asphaltic petroleum components are
dependent on improved chemical analytical methodology. The elucidation of the
biochemical fate of asphaltic petroleum compounds is a major challenge for
future research on petroleum biodegradation.

Another important future research need involves determining the importance
in the environment of the various pathways for hydrocarbon biodegradation. It
is clear that various biochemical strategies exist for the microbial
utilization of petroleum hydrocarbons. What remains to be done is to detect
intermediate products in natural environments that receive petroleum
hydrocarbons to determine which pathways are actively used by microbial
populations in natural ecosystems. It is likely, but as yet unproven, that
different pathways will be active under different conditions, e.g., at
different hydrocarbon concentrations.

Decradation of Hydrocarbons Within Petroleum Mixtures

The qualitative hydrocarbon content of the petroleum mixture influences
the degradability of individual hydrocarbon components. Walker et al. (1976¢c)

examined the susceptibility to microbial degradation of hydrocarbons in

weathered crude and fuel oils. They reported far less degradation in a heavy

no. 6 fuel oil (Bunker C 0i1) than in a light no. 2 fuel oil (heating 0il and
diesel fuel) and less degradation in a heavy Kuwait crude 0il than in a light
south Louisiana crude oil. They reported major differences in the
susceptibility to degradation of each of the components (identical compounds)
within the context of the different hydrocarbon mixtures of the oils tested.
Mulkins-Phillips and Stewart (1974b) found that n-alkanes within a

Venezuelan crude oil were degraded less than the same n-alkanes within an
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Arabian crude oif. Westlake et al. (1978) examined the effect of crude oil
composition on petroleum biodegradation. The ability of mixed microbial
populations to utilize the hydrocarbons in four crude oils as the sole carbon
source was found to depend not only on the composition of the unsaturated
fraction but also on that of the asphaltic fraction. Using an oil which lacked
a normal n-alkane component, they demonstrated that the aromatic fraction of
0il was capable of sustaining bacterial growth. Horowitz et al. (1975) used
the technique of sequential enrichment to isolate organisms which could utilize
progressively more complex (i.e., resistant to microbial degradation)
compounds.

Several investigators have examined the potential activities of

hydrocarbon-degrading bacteria by using 14

C-radiolabeled hydrocarbons.
Caparello and LaRock (1975) described an enrichment method for quantifying the
activity of hydrocarbon-oxidizing bacteria in water and sediment that used
[14C]hexadecane. They found that the hydrocarbon-oxidizing potential of
environmental samples reflects the hydrocarbon burden of the area and the
ability of the indigenous microorganisms to utilize hydrocarbons. Walker and
Colwell (1976c) observed that rates of mineralization were greater for
hexadecane than for naphthalene, which were greater than those for toluene,
which were greater than those for toluene, which were greater than those for
cyclohexane. Greater rates of uptake and mineralization were observed for
bacteria and samples collected from an oil-polluted harbor than for samples
from a relatively unpolluted region. They reported turnover times of 15 and 60
min for the polluted and unpolluted areas, respectively, using [14C]hexadecane.
Roubal and Atlas (1978) found that biodegradation potentials follow the order

hexadecane > naphthalene >> pristane > benzanthracene. Lee (1977b) found that

alkanes and low-mclecular-weight aromatics (benzene, toluene, naphthalene, and
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methylnaphthalene) were degraded to CO2 by microorganisms in river water, but
that higher-molecular-weight aromatics were relatively resistant to microbial
degradation. Herbes and Schwall (1978) found that polyaromatic hydrocarbon
turnover times in petroleum-contaminated sediments increased from 7.1 h for
naphthalene to 400 h for anthracene, 10,000 h for benz(a)anthracene, and more
than 30,000 h for benz(a)pyrene. Polynuclear aromatic compounds tended to be
only partially, rather than completely, degraded to COZ'

Two processes which need be considered in the metabolism of petroleum
hydrocarbons are co-oxidation and sparing. Both processes can occur within the
context of a petroleum spillage. LePetit and Tagger (1976), for example, found
that acetate, an intermediate product in hydrocarbon degradation, reduced the

utilization of hexadecane. A diauxic phenomenon has been reported for the

degradation of pristane, in which pristane was not degraded in the presence of

hexadecane (Pirnik et al., 1974). The basis for this sparing effect was not
defined, and it is not known whether this is an example of classical catabolite
repression. Similar sparing effects undoubtedly occur for other hydrocarbons.
Such diauxic phenomena do not alter the metabolic pathways of degradation, but
rather determine whether the enzymes necessary for metabolic attack of a
particular hydrocarbon are produced or active. These sparing effects have a
marked influence on the persistence of particular hydrocarbons within a
petroleum mixture and thus on the evolution of the weathered petroleum
hydrocarbon mixture.

The phenomenon of co-oxidation has been referred to several times in this
section. Compounds which otherwise would not be degraded can be enzymatically
attacked within the petroleum mixture due to the abilities of the individual

microorganisms to grow on other hydrocarbons within the oil (Horvath, 1972). A

petroleum hydrocarbon mixture, with its multitude of potential primary
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substrates, provides an excellent chemical environment in which co-oxidation
can occur. Many complex branched and cyclic hydrocarbons undoubtedly are
removed as environmental contaminants after oil spills as a result of
co-oxidation (Perry, 1979; Raymond and Jamison, 1971; Raymond et al., 1967).
Jamison et al. (1976) found that the degradation of hydrocarbons within a
high-octane gasoline was not in agreement with the degradation of individual
hydrocarbons by pure cultures. They concluded that co-oxidation played a
major role in the degradation of the hydrocarbon mixture within gasoline.
Horowitz and Atlas (1977a) found, using chromatographic and mass spectral
analysis, that residual oils recovered after exposure in Arctic coastal
waters contained similar percentages of the individual components in

classes of hydrocarbons regardless of the amount of degradation, indicating

that most hydrocarbon components of the oil were being degraded at similar
rates. This study is in contrast to most, which show preferential utilization
of n-alkane hydrocarbons. Co-oxidation was hypothesized to be responsible for
the degradation of a number of compounds in the 0il to account for the similar
rates of disappearance of compounds which are normally easily degraded and
these which are normally resistant. Herbes and Schwall (1978) also postulated
that co-oxidatior led to the accumulation of relatively large amounts of
partially oxidized products of polynuclear aromatic hydrocarbon degradation in
sediments and only limited amounts of CO2 production. Assessing the role of
co-oxidation in natural environments is difficult since multiple microbial
populations are present. In the above-mentioned mixed-population studies,
synergism could be an alternative hypothesis to explain the observed results.

Future studies are needed to clarify the role of co-oxidation in determining

the fate of petroleum hydrocarbons in natural ecosystems.




An interesting and as yet unexplained, but consistent, process which
occurs during the biodegradation of petroleum hydrocarbons is the enrichment of
compounds within the "unresolved envelope" which is run during gas
chromatographic analysis of petroleum hydrocarbons. This envelope is due to a
mixture of several compounds which are not resolved into individually defined
peaks even by glass capillary gas chromatography. Since these compounds cannot
currently be analytically resolved, they cannot be identified. It has been
hypothesized that, during the biodegradation of petroleum hydrocarbons,
microorganisms are producing (synthesizing) hydrocarbons of different molecular
weights or chemical structures. Walker and Colwell (1976b) found that a wax
was produced during microbial degradation of Altamont crude 0il but not during
abiotic weathering of o0il. The high-boiling n-alkanes in the wax were
associated with microbial degradation of the oil and appeared to be similar to
components of tar balls found in the open ocean. The possible production of
such high-molecular-weight alkanes during petroleum biodegradation also has
been reported by several other investigators (Pritchard et al., 1976; Seesman
et al., 1976). The biochemical mechanism for formation of such hydrocarbons
during petroleum biodegradation is unknown. Sexstone et al. (Sexstone and
Atlas, 1978; Sexstone et al., 1978) found that oil biodegradation in tundra
scils was accompanied by accumulation of polar lipoidal compounds in the soil
column that were not present in fresh o0il and were not detected in unoiled
soils; the identities of the compounds, however, were not determined. Jobson
et al. (1972) reported an increase in the polar nitrogen-sulfur-oxygen fraction
during oil biodegradation in soil.

The role of microorganisms in producing complex products from hydrocarbon

metabolism which may persist in the environment requires further investigation.

0f particuler importance is the possible involvement of microorganisms in the
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formation of tar balls. The synthesis of complex high-molecular-weight
hydrocarbons would suggest that microorganisms can play a role in prolonging
the impact of petroleum pollutants as well as in abating the impact of such
environmental contaminants through biodegradative removal. It is difficult to
separate the importance of photochemical and biochemical processes in the
formation of oxygenated and polymeric compounds in the environment. It is
apparent that the fate of the component hydrocarbons is extremely complicated

and requires further research efforts.

TAXONOMIC RELATIONSHIPS OF HYDROCARBON-UTILIZING MICROORGANISMS

The ability to degrade petroleum hydrocarbons is not restricted to a few
microbial genera; a diverse group of bacteria and fungi have been shown to have
this ability. ZoBell (1946) in his review noted that more than 100 species
representing 30 microbial genera had been shown to be capable of utilizing
hydrocarbons. In a previou: review, Bartha and Atlas (1977) listed 22 genera
of bacteria, 1 algal genus, and 14 genera of fungi which had been demonstrated
to contain members which utilize petroleum hydrocarbons; all of these
microorganisms had been isolated from an aquatic environment. The most
important (based on frequency of isolation) genera of hydrocarbon utilizers in

aquatic environments were Pseudomonas, Achromobacter, Arthrobacter,

Micrococcus, Nocardia, Vibrio, Acinetobacter, Brevibacterium, Corynebacterium,

Flavcbacterium, Candida, Rhodotorula, and Sporobolomyces (Bartha and Atlas,

1977). Bacteria and yeasts appear to be the prevalent hydrocarbon degraders in
aquatic ecosystems. In polluted freshwater ecosystems, bacteria, yeasts, and

filamentous fungi all appear to be important hydrocarbon degraders (Cooney and
Summers, 1976). Jones and Eddington (1968) found that isolates representing 11

genera of fungi and 6 genera of bacteria were the dominant microbial genera
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responsible for hydrocarbon oxidation in soil samples. They found that fungi
played an important role in the hydrocarbon-oxidizing activities of the soil
samples. Cerniglia and Perry (1973) found that several fungi (Penicillium and

Cunninghamella spp.) exhibited greater hydrocarbon biodegradation than bacteria

(Flavobacterium, Brevibacterium, and Arthrobacter spp.). Recent studies

continue to expand the list of microbial species which have been demonstrated
to be capable of degrading petroleum hydrocarbons. In one such study, Davies
and Westlake (1979) examined 60 fungal isolates for their ability to grow on
n-tetradecene, toluene, naphthalene, and seven crude oils of various
compositions. Forty cultures, including 28 soil isolates, could grow on one or
more of the crude oils. The genera most frequently isolated from soils were

those producing abundant small conidia, e.g., Penicillium and Verticillium spp.

0il-degrading strains of Beauveria bassiana, Mortieriella spp., Phoma spp.,

Scolecobasidium obovatum, and Tolypocladium inflatum also were isolated.

Walker et al. (1975) compared the abilities of bacteria and fungi to

degrade hydrocarbons. The following genera were included in their study:

Candida, Sporobolomyces, Hansenula, Aureobasidium, Rhodotorula, Cladosporium,

Penicillium, Aspergilius, Pseudomonas, Vibrio, Acinetobacter, Leucothrix,

Nocardia, and Rhizobjum. Bacteria and yeasts showed decreasing abilities to
degrade alkanes with increasing chain length. Filamentous fungi did not
exhibit preferential degradation for particular chain lengths. Patterns of
degradation, i.e., which hydrocarbons could be utilized, were similar for
bacteria and fungi, but there was considerable variability among individual
isolates.

Komagata et al. (1964) examined almost 500 yeasts for their ability to
degrade hydrocarbons and found 56 that could utilize hydrocarbons, almost all

of which were in the genus Candida. The fermentation industry has considered
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using hydrocarbon-utilizing Candida species for producing single-cell protein.
Ahearn and co-workers (Ahearn et al., 1971; Cook et al., 1973) have examined
yeasts that can utilize hydrocarbons and have isolated strains of Candida,

Rhodosporidium, Rhodotorula, Saccharomyces, Sporobolomyces, and Trichosporon,

which are capable of doing so. Cladosporium resinae has been jsolated from

soil (Cooney and Walker, 1973; Walker et al., 1973) and has repeatedly been
found as a contaminant of jet fuels (Bailey and May, 1979; Cooney et al., 1968;
Hi11, 1978; Hil1l1 and Thomas, 1976). The organism can grow on petroleum
hydrocarbons and creates problems in the aircraft industry by clogging fuel
lines.

Nyns et al. (1968) examined the "taxonomic value" of the property of fungi
to assimilate hydrocarbons, i.e., whether the ability of fungi to utilize
hydrocarbons was a useful diagnostic test for defining different fungal genera
or species. They found that the ability to utilize hydrocarbons occurred
mainly in two orders, the Mucorales and the Moni‘ales. They found that

Aspergillus and Penicillium are rich in hydrocarbon carbon-assimilating

strains. They concluded that the property of assimilating hydrocarbons is
relatively rare and that it is a property of individual strains and not
necessarily a characteristic of particular species or related taxa. Llanos and
Kjoller (1976) examined changes in fungal populations in soil after oil waste
application. They found that oil application favored growth of Graphium and

Paecilomyces. In their study, strains of Graphium, Fusarium, Penicillium,

Paecilomyces, Acremonium, Mortierella Gliocladium, Trichoderma, and

Sphaeropsidales were found to be important groups of soil fungi capable of

utilizing crude oil hydrocarbons. In a similar study, Jensen (1975) studied

the bacterial flora of soil after application of oily waste and found that the




most important species of oil degraders belonged to the genera Arthrobacter and

Pseudomonas.

Cundell and Traxler (1974) studied 15 isolates from an asphaltic flow near
a natural seepage at Cape Simpson, Alaska. The isolates were psychrotrophic
and utilized paraffinic, aromatic, and asphaltic petroleum components. The

jsolates belonged to the bacterial genera Pseudomonas, Brevibacterium,

Spirillum, Xanthomonas, Alcaligenes, and Arthrobacter. In northwest Atlantic

coastal waters and sediment, Mulkins-Phillips and Stewart (1974a) reported

finding hydrocarbon-utilizing bacteria of the genera Nocardia, Pseudomonas,

Flavobacterium, Vibrio, and Achromobacter.

Walker et al (1976a) isolated Vibrio, Pseudomonas, and Acinetobacter

species from oil-contaminated sediment and Pseudomonas and coryneform species
from oil-free sediment. Microorganisms from the oil-free sediment produced
greater quantities of polar compounds (asphaltics) after degradation, whereas
microorganisms from the oil-contaminated sediment provided nreater degradation
of saturated and aromatic hydrocarbons. Walker et al. (1975) also examined
bacteria from water and sediment for their ability to degrade petroleum. Water
samples contained a greater variety of bacterial species capable of degrading
petroleum than sediment samples. Cultures from both water and sediment

contzined Pseudomonas and Acinetobacter species. Bacteria present in the water

samples yielded significantly greater degradation of two-, three-, four-, and
five-ring cycloalkanes and mono-, di-, tri-, tetra-, and penta-aromatics
compared with bacteria from sediment samples.

Both temperature and chemical composition of a crude oil have been shown
to have a selective influence on the genera of hydrocarbon utilizers. Cook and

Westlake (1974) isolated Achromobacter, Alcaligenes, Flavobacterium, and

Cytophaga at 4°C on a substrate of Prudhce Bay crude oil; Acinetobacter,
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Pseudomonas, and unidentified gram-negative cocci at 4°C on a substrate of

Atkinson Point crude oil; Flavobacterium, Cytophaga, Pseudomonas, and

Xanthomonas at 4°C with Norman Wells crude oil as substrate; and Alcaligenes
and Pseudomonas on Lost Horse crude oil at 4°C. At 30°C, the major genera

isolated on Prudhoe Bay crude oil were Achromobacter, Arthrobacter, and

Pseudomonas; on Atkinson Point crude 0i1, the major genera were Achromobacter,

Alcaligenes, and Xanthomonas; on Norman Wells crude o0il, the major genera were

Acinetobacter, Arthrobacter, Xanthomonas, and other gram-negative rods; and on

Lost Horse crude 0il, they were Achromobacter, Acinetobacter, and Pseudomonas.

Several thermophilic hydrocarbon-utilizing bacteria have been isolated,

including species of Thermomicrobium and other, yet unidentified genera (Merkel

et al., 1978). Both gram-negative and gram-positive thermophilic bacteria have
been demonstrated to be capable of hydrocarbon utilization. Some isolated
thermophiles are obligate hydrocarbon utilizers and cannot grow on other carbon
sources. The possible existence of obligate hydrocarbcn utilizers is
intriguing but perplexing, since the biochemical degradative pathways indicate
that hydrocarbon utilizers must also be capable of metabolizing fatty acids and
alcohols.

A large number of Pseudomonas species have been isolated which are capable
of utilizing petroleum hydrocarbons. The genetics and enzymology of
hydrocarbon dearadation by Pseudomonas species has been extensively studied
(Chakrabarty, 1972; Chakrabarty et al., 1973; Dunn and Gunsalus, 1973; Friello
et al., 1976; Williams, 1978). The genetic information for hydrocarbon

degradation in these organisms generally has been found to occur on plasmids.

Pseudomonas species have been used for genetic engineering, and the first

successful test case in the United States to determine whether genetically




engineered microorganisms can be patented involved a hydrocarbon-utilizing
Pseudomonas which was "created" by Chakrabarty (Diamond v. Chakrabarty, 1980).
Numerical taxonomy has been used to examine petroleum degrading bacteria
(Austin et al., 1977a, 1977b). Austin et al. (1977a) examined 99 strains of
petroleum-degrading bacteria, isolated from Chesapeake Bay water and sediment,
by numerical taxonomy procedures. Eighty-five percent of the
petroleum-degrading bacteria examined in this study were defined at the 80 to
85% similarity level with 14 phenetic groups. The groups were identified as

actinomycetes (mycelial forms, four clusters), coryneforms, Enterobacteriaceae,

Klebsiella aerogenes, Micrococcus spp. (two clusters), Nocardia spp. (two

clusters), Pseudomonas spp. (two clusters), and Sphaerotilus natans. It was

concluded that degradation of petroleum is accomplished by a diverse range of
bacterial taxa. Of particular note was the finding that some enteric bacteria
can utilize petroleum hydrocarbons; the suggestion has been made that some of
these enteric bacteria may have acquired this ability through plasmid transfer.
Some cyanobacteria and algae have been found to be capable of hydrocarbon
degradation. Walker et al. (1975b) described a hydrocarbon-utilizing

achlorophyllous strain of the alga Prototheca. Cerniglia et al. (1980z) tested

nine cyanobacteria, five green algae, one red alga, one brown alga, and two

diatoms for their ability to oxidize naphthalene. They found that Oscillatoria

spp., Microcoleus sp., Anabaena spp., Agmenellum sp., Coccochloris sp., Nostoc

sp., Aphanocapsa sp., Chlorella spp., Dunaliella sp., Chlamydomonas sp., Ulva

sp., Cylindretheca sp., Amphora sp., Porphyridium sp., and Petalonia all were

capable of oxidizing naphthalene. Their results indicate that the ability to
oxidize aromatic hydrocarbons is widely distributed among the cyanobacteria and

algae.
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It is now abundantly clear that the ability to utilize hydrocarbens is
widely distributed among diverse microbial populations. Hydrocarbons are
naturally occurring organic compounds, and it is not surprising that
microorganisms have evolved the ability to utilize these compounds. When
natural ecosystems are contaminated with petroleum hydrocarbons, the indigenous
microbial communities are likely to contain microbial populations of differing
taxonomic relationships which are capable of degrading the contaminatirg
hydrocarbons.

DISTRIBUTION OF HYDROCARBON-UTILIZING MICROORGANISMS

Hydrocarbon-degrading bacteria and fungi are widely distributed in marine,
freshwater, and soil habitats. The literature on actual numbers of hydrocarbon
utilizers is confusing because of methodological differences used to enumerate
petroleum-degrading microorganisms. A number of investigators have used
hydrocarbons incorporated into an agar-based medium (Atlas and Bartha, 1973a;
Horowitz and Atlas, 1978; Horowitz et al., 1978; Sexstone and Atlas, 1977b;
Stewart and Marks, 1978). This approach has been criticized (Atlas, 1978b;
Colwell, 1978; Mills et al., 1978; Walker and Colwell, 1976a); in some cases, a
high correlation has been found between growth on agar media containing
hydrocarbons as the sole carbon source and the ability to rigorously
demonstrate hydrocarbon utilization of isolates from these media in liquid
culture; in other studies, only a low percentage of isolates from agar-based
media could be demonstrated to be capable of hydrocarbon utilization. The
inclusion of organic contaminants in agar media and the growth of oligotrophic
bacteria probably result in the counting of non-hydrocarbon utilizers in some
cases when plate counts are used for enumerating hydrocarbon utilizers.

The use of silica gel as a solidifying agent has been shown to improve the

reliability of procedures for enumerating hydrocarbon utilizers (Seki, 1976).
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Walker and Colwell (1976a) reported that a medium containing 0.5% oil and
0.003% phenol red was best for enumerating petroleum-degrading microorganisms.
They also found that addition of Amphotericin B permitted selective isolation
of hydrocarbon-utilizing bacteria and that addition of either streptomycine or
tetracycline permitted selective isolation of yeasts and fungi. Washing the
inoculum to remove contaminating organic compounds did not improve the recovery

of petroleum degraders in this study. These authors specifically recommended

the use of a silica gel-o0il medium for enumerating petro]eum-degrading
microorganisms; they also suggested that counts of petroleum degraders be
expressed as a percentage of the total population rather than as total numbers
of petroleum degraders per se.

Buckley et al. (1976) characterized the distribution of microorganisms in
an estuary relative to ambient hydrocarbon concentrations. Although counts
were performed on non-hydrocarbon-based media, at all but two stations most of
the species isolated were able to grow on hydrocarbons, indicating that the
ability to utilize hydrocarbons is widespread, even in environments not
subjected to high levels of hydrocarbon pollution. Crow et al. (1976) examined
the distribution of hydrocarbon utilizers in surface ocean layers and in the
underlying water column. They found that populations of hycdrocarbonoclastic
microorganisms occurred in concentrations 10 to 100 times greater in the
surface layer than at a 10-cm depth.

Mulkins-Phillips and Stewart (1974a) examined the distribution of
hydrocarbon-utilizing bacteria in northwestern Atlantic waters and coastal
sediments. The fraction of the total heterotrophic bacteria represented by the
hydrocarbon utilizers ranged up to 100%, depending on the area's previous
history of 01l spillage; most values were less than 10%. They found that the

location, numbers, and variety of the microbial hydrocarbon utilizers
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illustrated their ubiquity and that the broad enzymatic capacity for
hydrocarbon degradation indicated the microbial potential for removal

or conversion of 0il in the environments examined. The presence of
hydrocarbon-utilizing microorganisms was demonstrated in sediments and
adjacent waters taken from Bermuda, Canadian Northwest Atlantic, and eastern
Canadian Arctic marine shorelines.

Bunch and Harland (1976) found that numbers of hydrocarbon utilizers
occurred in similar concentrations in Arctic and temperate marine samples;
j.e., quantitative differences in the distribution of hydrocarbon utilizers
were relatively unimportant over large geographic distances. Indeed,
hydrocarbon utilizers have been found to be widely distributed even in cold
marine ecosystems (Atlas, 1978a; Cundell and Traxler, 1973, 1976; Robertson et
al., 1973a, 1973b; Tagger et al., 1976; Walker and Colwell, 1976a).

Most-probable-number (MPN) procedures have been suggested as a substitute
for plate court procedures for enumerating hydrocarbon-utilizing
microorganisms, since such procedures eliminate the need for a solidifying
agent and permit direct assessment of the ability to actually utilize
hydrocarbons (Atlas, 1978b; Colwell, 1978). The use of liquid media for MPN
procedures permits removal of trace organic contaminants and allows for the
chemical definition of a medium with a hydrocarbon as the sole source of
carbon. Enumeration methcds which incorporate the specificity for counting
only hydrocarbon utilizers and which eliminate the problem of counting
organisms growing on other trace organic contaminants represents a significant
improvement in the accuracy with which numbers of hydrocarbon utilizers can be
determined. Higashihara et al. (1978) reported that plate counts, using either
agar or silica gel solidifying agents, were unsuitable for enumerating

hydrocarbon-utilizing microorganisms since many marine bacteria grow and
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produce microcolonies even on small amounts of organic matter. They
recommended the use of an MPN procedure, with hydrocarbons as the source of
carbon and trace amounts of yeast extract for necessary growth factors, for
accurate enumerations of microbial populations which degrade hydrocarbons in
marine environments. Mills et al. (1978) compared several media designed for
use in an MPN determination of petroleum-degrading microorganisms. The best
results, i.e., largest numbers, were obtained with a buffered (32 mM phosphate)
liquid medium containing 1% hydrocarbon substrate. In this study, turbidity
was used as the criterion for establishing positive results. Counts of
petroleum degraders obtained with a liquid medium and an MPN procedure are
usuélly higher than those obtained on silica gel medium with 0il added as the
carbon source.

14C-radio]abe]ed hydrocarbons have been used in MPN procedures for
determining the distribution of hydrocarbon-utilizing microorganisms. Atlas
(1978b) has described a technique that uses [14C]hexadecane-spiked crude oil to
enumerate petroleum-degrading microorganisms. This method uses the conversion
of a radiolabeled hydrocarbon to radiolabeled carbon dioxide for establishing
positive results in the MPN procedure. Placing the radiolabeled hydrocarbon
within a crude oil mimics the availability of hydrocarbons to the microbial
community, as would occur in an actual oil spill. Lehmicke et al. (1979) used
Tow concentrations of radiolabeled hydrocarbons in MPN determinations; in their
studies, the concentrations of radiolabeled hydrocarbons were adjusted to
reflect actual concentrations which might be present in soluble form.

Roubal and Atlas (1978) studied the distribution of hydrocarbon-utilizing
microorganisms in Alaskan Continental Shelf regions, using an MPN procedure.
based on the mineralization of 14C-labe]ed hydrocarbons. They reported that

hydrocarbon utilizers were ubiqu{tously distributed, with no significant
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overall concentration differences between Arctic and subarctic sampling regions
nor between surface water and sediment samples. There were, however,
significant seasonal differences in numbers of hydrocarbon utilizers. In a
study in a temperate region, Raritan Bay, N.J., Atlas and Bartha (1973a), using
oil-agar plate enumerations, also found that numbers of hydrocarbon-utilizing
microorganisms were lower during winter than summer. Walker and Colwell
(1976d) similarly found seasonal variations in numbers of hydrocarbon utilizers
in Chesapeake Bay.

It is clear from a number of studies that the distribution of
hydrocarbon-utilizing microorganisms reflects the historical exposure of the
environment to hydrocarbons. A large number of laboratory studies have
demonstrated sizable increases in populations of hydrocarbon-utilizing
microorganisms when environmental samples are exposed to petroleum hydrccarbons
(Atlas and Bartha, 19725; Calomiris et al., 1976; Davis, 1956; Kator, 1573;
Perrv and Cerniglia, 1973; Pritchard and Starr, 1973; Soli, 1973; Traxler,
1973; ZoBell, 1973).

Mironov (1970) and Mironov and Lebed (1972) found highly elevated
pcpulations of hydrocarbon-utilizing microorganisms in the oil tanker shipping
channels of the Indian Ocean and the Black Sea. Polyaka (1962) found high
numbers of hydrocarbon-oxidizing microorganisms in Neva Bay, U.S.S.R., in
association with petroleum inputs. ZoBell and Prokop (1966) reported that
numbers of hydrocarbon utilizers in sediment of Baritaria Bay, La., were
correlated with sources of o0il pollutants. Similarly, Atlas and Bartha (1973a)
for Raritan Bay and Colwell et al. (1973) and Walker and Colwell (1975) for
Chesapeake Bay found that distributions of hydrocarbon utilizers correlated
highly with sources of oil pollutants entering the bays. The distribution

of hydrocarbor utilizers within Cook Inlet was also positively correlated with
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the occurrence of hydrocarbons in the environment (Roubal and Atlas, 1978).
LePetit et al. (1977) reported that bacteria utilizing a gas-oil as the sole
carbon source represented 10% of the heterotrophic bacteria in the area of a
refinery effluent compared with 4% in an area not directly poliuted by
hydrocarbons. The degradation potential was highest in areas in chronic
discharge (Tagger et al., 1979).

Several studies have shown a rise in populations of hydrocarbon-utilizing

microorganisms after oil spills. Kator and Herwig (1977) found that, within a

few days after spillage of South Louisiana crude oil in a coastal estuary in
Virginia, levels of petroleum-degrading bacteria rose by several orders of
magnitude. The elevated levels of hydrocarbon utilizers were maintained for
over 1 year., Raymond et al. (1976) found significant increases in
hydrocarbon-utilizing microorganisms in soils receiving hydrocarbons; increased
populations were maintained throughout the year. Pinholt et al. (1979)
examined the microbial changes during 0il decomposition in soil. They found an
increase from 60 to 82% in oil-utilizing fungi and an increase from 3 to 50% in
oil-degrading bacteria after a fuel 0il spill. Oppenheimer et al. (1977) found
a tendency toward higher ratios of hydrocarbon-utilizing bacteria to total
viable heterotrophs in the active Ekofisk oil field of the North Sea, probably
due to the occurrence of hydrocarbons in the sediments of this region. Gunkel
et al. (1980) confirmed the occurrence of high numbers of hydrocarbon-utilizing
microorganisms in the vicinity of the North Sea oil fields and found & high
correlation between concentrations of hydrocarbons and oil-utilizing bacteria
in the North Sea.

High numbers of fungi have been found in association with the Cape
Simpson, Alaska, 0il seeps (Barsdate, 1973). MNumbers of filamentous fungi 0.2

m from the edge of the seep were reported to be three times higher than those
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50 m from the seep; bacterial populations in ponds in contact with the Cape
Simpson 0il seeps were found to be higher than in unstressed ponds; bacterial
populations in soils adjacent to the asphaltic sections of the seeps were
higher than those 50 m from the seep.

In experimental field studies in the Arctic, Atlas and co-workers have
found large increases in hydrocarbon-utilizing microorganisms in marine (Atlas,
1978a; Atlas and Busdosh, 1976; Atlas et al., 1978; Atlas and Schofield, 1975;

Atlas et al., 1976; Horowitz and Atlas, 1978), freshwater (Atlas et al., 1976;
Horowitz and Atlas, 1977), and soil (Sexstone and Atlas, 1977b Sexstone et al.,
1978) ecosystems; concentrations of‘hydrocarbon-uti1izing microorganisms have
been found to rise rapidly and dramatically in response to acute inputs of
petroleum hydrocarbons. Bergstein and Vestal (1978), however, found a lack of
elevated microbial populations in an oil-treated tundra pond unless phosphate
also was added. Horowitz and Atlas (1977b), using a continuous-flow-through
model system, found large increases and shifts to a high percentage of
hydrocarbon utilizers in Arctic coastal water when nitrogen and phosphorus were
added to o0il slicks. Sexstone and Atlas (1977b) found that addition of crude
0il to Arctic tundra soils resulted in large increases in total numbers of
heterotrophs and of oil-utilizing microorganisms. The response of microbial
populations to contaminating oil was found to depend on soil type and depth.
Increases in microbial populations in subsurface soils parallel downward
migration of the oil (Sexstone and Atlas, 1977a).

Sparrow et al. (1978) found a rise in oil-utilizing bacterial populations
in taiga soils which were experimentally contaminated with hot Prudhoe Bay
crude oil. Studies in the Swan Hills area of north-central Alberta, Canada, by
Cook and Westlake (1974) showed slightly increased bacterial populations 308

and 433 days after treatment with Swan Hills oil at an application rate of 6.5
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1iters/m2. Increases in numbers of bacteria were significantly higher when the
plots were also treated with urea-phosphate fertilizer. Similar results were
obtained at Norman Wells 321 and 416 days after treatment with 6.5 liters of
Norman Wells crude per m2. As with the Swan Hills spill, slight increases in
bacterial numbers occurred when oil alone was added, and significantly higher
increases occurred when fertilizer was also added.

Gunkel (1968a, 1968b) reported that populations of hydrocarbon utilizers
were elevated in sediments affected by the Torrey Canyon spill. Stewart and
Marks (1978) found higher numbers of hydrocarbon utilizers in sediment affected
by the Arrow spill Chedabucto Bay, Nova Scotia; 5 years after the spill, only a
few site examined had significant concentrations of residual petroleum and
elevated counts of hydrocarbon utilizers. Significantly elevated numbers of
hydrocarbon utilizers (several orders of magnitude above normal) were found
after the Amoco Cadiz spill in Brittany (Atlas and Bronner, 1980) and the
XT0C-1 well blowout in the Bay of Cawmpeche, Gulf of Mexico (Atlas et al.,
198Gb). In the case of the Amoco Cadiz spill, the numbers of hydrocarbon
utilizers in intertidal sediments were positively correlated with the degree of
hydrocarbon contamination; during recovery after the spillage, the numbers of
hydrocarbon utilizers returned at most sites to background levels as the oil
disappeared due to biodegradative removal. Counts of hydrocarbon utilizers
associated with an oil-in-water emulsion (mousse) from the XTOC-I well blowout
were three to five orders of magnitude higher than in surface water samples not
contaminated with oil (Atlas et al., 1980b). In the sediment of an Arctic lake
that had been contaminated with a leaded refined gasoline, populations of
hydrocarbon-utilizing microorganisms were found to be significantly elevated

within a few hours of the spill (Horowitz and Atlas, 1977b) through 1 year

after the spill (Horowitz and Atlas, 1978). This degree of elevation in
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numbers of microbial hydrocarbon utilizers correspond with the degree of
contamination.,

In general, population levels of hydrocarbon utilizers and their
proportions within the microbial community appear to be a sensitive index of
environmental exposure to hydrocarbons. In unpolluted ecosystems, hydrocarbon
utilizers generally constitute less than 0.1% of the microbial commuﬁity; in
oil-polluted ecosystems, they can constitute up to 100% of the viable
microorganisms. The degree of elevation above unpolluted compared reference
sites appears to quantitatively reflect the degree or extent of exposure of
that ecosystem to hydrocarbon contaminants.

ENVIRONMNENTAL FACTORS INFLUENCING BIODEGRADATION OF PETROLEUM HYDROCARBOHS

The fate of petroleum hydrocarbons in the environment is largely
determined by abiotic factors which influence the weathering, including
biodegradation of the 0il. Factors which influence rates of microbial growth
and enzymatic activities affect the rates of petroleum hydrocarbon
biodegradation. The persistence of petroleum pollutants depends on the
quantity and quality of the hydrocarbon mixture and on the properties of the
affected ecosystem. In one environment petroleum hydrocarbons can persist
indefinitely, whereas under another set of conditions the same hydrocarbons can
be completely biodegraded within a relatively few hours or days.

Physical State of 0il Pollutants

The physical state of petroleum hydrocarbons has a marked effect on their
biodegradation. At very low concentrations hydrocarbons are soluble in water,
but most 0il spill incidents release petroleum hydrocarbons in concentrations
far in excess of the solubility limits (Boylan and Tripp, 1971; Frankenfeld,
1973; Harrison et al., 1975; McAuliffe, 1966). The degree of spreading

determines in part the surface area of oil available for microbial colonization
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by hydrocarbon-degrading microorganisms; in aquatic systems, the oil normally
spreads, forming a thin slick (Berridge et al., 1968a). The degree of
spreading is reduced at low temperatures because of the viscosity of the oil.
In soils, petroleum hydrocarbons are absorbed by plant matter and soil
particles, limiting its spreading.

Wodzinsky and LaRocca (1977) found that liquid aromatic hydrocarbons were
utilized by bacteria at the water-hydrocarbon interface but that solid aromatic
hydrocarbons were not metabolized. At 30°C diphenyimethane is a liquid and
could be degraded, but at 20°C the solid form of diphenylmethane could not be
utilized by a Pseudomonas sp. They also found that naphthalene could not be
utilized in the solid form but could be utilized if dissolved in a liquid

hydrocarbon. Atlas (unpublished data) similarly found that hexadecane

supported only marginal bacterial growth at 5°C when the compound was in the
solid form, but if hexadecane was dissolved in another liquid hydrocarbon or
crude 0il, extensive degradation of the liquid hexadecane occurred at 5°C. The
role of temperature in determining the physical state of a hydrocarbon and the
influence of the physical state on rates of microbial hydrocarbon degradation
are apparent in these studies.

Hydrocarbon-degrading microorganisms act mainly at the oil-water
interface. Hydrocarbon-degrading microorganisms can be observed growing cver
the entire surface of an oil droplet; growth does not appear to occur within
0il droplets in the absence of entrained water. Availability of increased
surface area should accelerate biodegradation (Gatellier, 1971; Gatellier et
al., 1973). Not only is the oil made more readily available to microorganisms,
but movement of emulsion droplets through a water column makes oxygen and

nutrients more readily available to microorganisms.
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In aquatic ecosystems, oil normally forms emulsions. This has been termed
“pseudosolubilization" of the oil (Gutnick and Rosenberge, 1977). The
water-in-oil emulsion which occurs in seawater after oil spills is referred to
as "chocolate mousse" or simply "mousse." The processes involved in the
formation of mousse have been examined by a number of investigators (Berridge
et al., 1968b; Burwood and Speers, 1974; Dean, 1968). Mousse is chemically and
physically heterogeneous. Photooxidation (Burwood and Speers, 1974)‘and
microbial oxidation (Berridge et al., 1968b) have been reported to play a role
in mousse formation under different environmental conditions; both abiotic and
microbial processes appear to be capable of initiating mousse formation under
appropriate environmental conditions; both abiotic and microbial processes
appear to be capable of initiating mousse formation under appropriate
environmental conditions. In some cases, a fine emulsion is formed with small
droplets of mousse. In these cases, the hydrocarbons in the mousse probably
are more susceptible to microbial degradation, and their fate is similar to
that of "dissolved" hydrocarbons. Mousse can also refer to large accumulations
of emulsified oil in "globs" up to 1 m in diameter. Such large "mousse plates"
have limited surface areas, and hydrocarbons internal to the mousse may be
spared from microbial degradation. Davis and Gibbs (1975) found that large
accumulations of "mousse" weathered extremely slowly with no net loss of
hydrocarbons over 2 years. Atlas et al. (1980b) proposed that degradation of
hydrocarbons released into the Gulf of Mexico by the XTOC-I blowout was 1imited
in part by the physical properties of the mousse accumulations. Colwell et al.
(1978) postulated that degradation of oil from the Metula spill was restricted
by the formation of tar balls and aggregates of o0il which restricted accessi-

bility of the hydrocarbons to microorganisms. Microbial degradation was
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ineffective when 0il1 was deposited on the beach and subsequently buried or when
the oil formed asphalt layers or tar balls.

Dispersants have been used to treat oil spills. In some cases the use of
toxic dispersants probably has resulted in greater ecological impact than the
0il spill itself; such was the case in the Torrey Canyon incident (Cowell,

1971; Smith, 1968). Some dispersants may contain chemicals which are

inhibitory to microcrganisms. Without toxicity, however, dispersion can
enhance petroleum biodegradation. Mulkins-Phillips and Stewart (1974c) found
that some dispersants enhanced n-alkane degradation in crude oil, but that
other dispersants had no effect. Gatellier et al. (1971, 1973) and Robichaux
ard Myrick (1972) likewise found that some dispersants inhibited
hydrocarbon-oxidizing populations, whereas others enhanced
hydrocarbon-degrading microorganisms. Atlas and Bartha (1973b) tested several
dispersants and found that all increased the rate but not the extent of
hydrocarbon mineralization.

A number of hydrocarbon-degrading microorganisms produce emulsifying
agents (Abbott and Gledhill, 1971; Guire et al., 1973; Reisfeld et al., 1972;
ZoBell, 1946). Some of these bioemulsifiers have been considered for use in

cleaning 0il storage tanks, such as on supertankers (Gutnick and Rosenber,

1977). Reisfeld et al. (1972) have studied an Arthrobacter strain which

extensively emulsifies oil when growing on hydrocarbons. Zajic and co-workers
(1974) have characterized the the emulsifying agents produced by strains of

Pseudomonas and Corynebacterium. In some cases, the emulsifying agents appear

to be fatty acids or derivatives of fatty acids; in other cases, more complex
polymers are the active emulsifying agents. Although the production of
emulsifying agents should increase the susceptibility of hydrocarbons in an 0il

to microbial degradation, microbial strains which effectively emulsify oil
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often do not extensively degrade the hydrocarbons in the oil. It is not clear
yet why extensive emulsification does not permit greater hydrocarbon
degradation by these organisms.

After extensive weathering, petroleum hydrocarbons often occur in the
environment as tar balls. Hydrocarbons in tar are quite.resistant to microbial
degradation. Many of the hydrocarbons in tar have chemical structures which
are not readily attacked by microbial enzymes. The surface area-to-volume
ratio of a tar ball is not favorable for microbial growth on this insoluble
substrate. Tar balls often accumulate on beaches where microbial activities
are limited by available water, which is needed to support microbial growth and
enzymatic hydrocarbon-degrading activities.

From the point of view of microbial hydrocarbon degradation, dissolution
and emulsification of hydrocarbons appear to have a positive effect on
degradation rates. If there are no adverse toxic effects, dispersion of oil
should accelerate microbjal hydrocarbon degradation. This is an important
consideration when determining whether dispersants should be added to oil
spills. Increased toxicity must remain, however, a major concern when
considering the use of such chemical dispersants.

Temperature

Hydrocarbon biodegradation can occur over a wide range of temperatures,
and psychrotrophic, mesophilic, and thermophilic hydorcarbon-utilizing
microorganisms have been isolated. ZoBell (1973) and Traxler (1973) reported
on hydrocarbon degradation at below 0°C; Klug and Markovetz (1967a, 1967b) and
Mateles et al. (1967) reported on hydrocarbon degradation at 70°C.

Temperature can have a marked effect on the rates of hydrocarbon
degradation. The effects of temperature on the physical state of hydrocarbons

was discussed in the previous section. ZoBell (1969) found that hydrocarbon
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degradation was over an order of magnitude faster at 25°C than at 5°C. Very
low rates of hydrocarbon utilization were found by Gunkel (1967) at low water

temperatures. Ludzack and Kinkead (1956) found that motor 0il was rapidly

oxidized at 20°C but not at 5°C. Mulkins-Phillips and Stewart (1974b) found
that, 9 months after the spillage of Bunker C fuel o0il into Chedabucto Bay, the
bacterial populations isolated from contaminated areas showed rates of
degradation at 5°C that were 21 to 70% less during 14 days of incubation than
during 7 days at 10°C.

There are seasonal shifts in the composition of the microbial community
which can be reflected in the rates of hydrocarbon metabolism at a given
temperature., Atlas and Bartha (1973a) found that higher numbers of hydrocarbon
utilizers capable of growth at 5°C were present in Raritan Bay, N.J., during
winter than during other seasons. Rates of hydrocarbon mineralization measured
at 5°C were significantly higher in water samples collected in winter than in
summer. The evidence suggests a seasonal shift to a microbial community
capable of low-temperature hydrocarbon degradation.

Gibbs and Davis (1976) studied the degradation of oil in beach gravel at
temperatures from 6 to 26°C. They found a glo (6 to 16°C) of 3.3 and a QJO (11
to 21°C) of 2.05. The average Q&O values of 2.7 was the same as the value
found in other studies, by Gibbs et al. (1975), on the effects of temperature
or the degradation of oil in seawater. Atlas and Bartha (1972a) found a 910 of
approximately 4, using seawater over a temperature range of 5 tc 20°C.

Atlas and Bartha (1972a) found that the effects of temperature differ,
depending on the hydrocarbon composition of a petroleum mixture. Low
temperatures retard the rates of volatilization of lTow-molecular-weight
hydrocarbons, some of which are toxic to microorganisms. The presence of such

toxic components was found to delay the onset of 0il biodegradation at Tow
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temperatures (Atals and Bartha, 1972a). In a subsequent study, Atlas (1975)
examined the biodegradability of seven different crude oils and found
biodegradation to be highly dependent on the composition and on incubation
temperature. At 20°C, lighter oils had greater abiotic losses and were more
susceptible to biodegradation than heavier 0ils; rates of oil mineralization
for the heavier oils were significantly lower at 20°C than for the lighter
ones. The light crude o0ils, however, had toxic volatile components which
evaporated only slowly, inhibiting microbial degradation of these oils at 10°C.
A significant lag phase before the onset of hydrocarbon biodegradation was
found for the lighter oils. No toxic volatile fractions were subject to
biodegradation. Some preference was shown for paraffin degradation, especially
at low temperatures. Horowitz and Atlas (1977a) found that during summer, in
Arctic surface waters, different structural classes of hydrocarbons were
degraded at similar rates. They postulated that at low temperatures
cometabolism played an important role in determining the rates of disappearance
of hydrocarbons in the mixture.

Walker and Colwell (1974a), using a model petroleum incubated with
estuarine water collected during winter, found that slower but more extensive
biodegradation occurred at 0°C than at higher temperatures. Decreased toxicity
of hydrocarbons at lower temperatures was hypothesized to explain the more
extensive growth at the lTower temperature.

Ward and Brock (1976) studied the influence of environmental factors on
the rates of hydrocarbon oxidation in temperate lakes. Rates of hydrocarbon
oxidation were assessed by using the conversion of 14C-radio]abe1ed hexadecane
to C02. They found that a 1ég phase preceded hydrocarbon oxidation and that
the length of the lag phase depended on population density or on factors

influencing growth rate. Hydrocarbon oxidation was coincident with growth and
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was presumed to occur only under conditions of development of indigenous
hydrocarbon-degrading microorganisms. They found that hydrocarbon-degrading
microorganisms persisted during the year, but that there were seasonal
variations in the rates of hydrocarbon oxidation. Rates of petroleum
hydrocarbon biodegradation were correlated with temperature. During winter,
spring, and fall, temperature was a major limiting factor. Dibble and Bartha
(1979c) found that the rates of disappearance of hydrocarbons from an

oil-contamination field in New Jersey showed a definite correlation with mean

monthly temperature.
Arhelger et al. (1977) compared Arctic and subarctic hydrocarbon

14

biodegradation. In situ [14C]dodecane oxidation rates based on “'CO

2
production were: Port Valdez, 0.7 g/liter per day; Chuckchi Sea, 0.5 g/liter
per day; and Arctic Ocean, 0.001 g/liter per day. This study indicates that
rates of hydrocarbon degradation show a definite climatic shift and are lower
in the Arctic Ocean than in more southerly Alaskan regions.

Atlas et al. (1977b, 1978) examined the degradation of Prudhoe Bay crude
0il in Arctic marine ice, water, and sediment ecosystems. Petroleum
hydrocarbons were degraded slowly. They found that ice greatly restricted
losses of light hydrocarbons and that biodegradation of oil on the surface of
ice or under sea ice was negligible. They concluded that petroleum
hydrocarbons will remain in cold Arctic ecosystems for long periods of time
after oil contamination. In these studies, however, temperature was not
specifically elucidated as a major factor limiting hydrocarbon degradation,
except as it related to the occurrence of ice.

Colwell et al. (1978) reported greater degradation of Metula crude oil at

3°C than at 22°C with mixed microbial cultures in beach sand samples; when 0.1%

0il was added, 48% of the added hydrocarbons were degraded at an incubation
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temperature of 3°C, compared with only 21% degraded at 22°C with cultures
adapted at the same temperatures as the incubation temperature. They found
that under in situ conditions 0il degradation proceeded slowly, but concluded
that temperature does not seem to be the limiting factor for petroleum
degradation in the Antarctic marine ecosystem affected by the Metula spill.

A number of studies have been conducted on the fate of oil in cold Arctic
soils. Sexstone and colleagues (Sexstone and Atlas, 1978; Sexstone et al.,
1978a, 1978b) have reported very long persistence times for oil in tundra
soils. It appears that degradation of hydrocarbons ceases during winter when
tundra soils are frozen. Westlake and colleagues (Cook and Westlake, 1974;
Jobson et al., 1972; Westlake et al., 1978) found that the microbial
populations in northern soils were able to degrade hydrocarbons at the ambient
temperatures found during the warmer seasons. Several aspects of these studies
were discussed earlier in this review.

It is apparent that the influence of temperature on hydrocarbon
degradation is more complex than simple consideration ofg10 values. The
effects of temperature are interactive with other factors, such as the quality
of the hydrocarbon mixture and the composition of the microbial community.
Hydrocarbon biodegradation can occur at the low temperatures (<5°C) that
characterize most of the ecosystems which are likely to be contaminated by oil
spills. Terperature often is not the major 1limiting factor for hydrocarbon
degradation in the environment except as it relates to other factors such as
the physical state of the oil or whether liquid water is available for
microbial growth. Concern must be expressed, however, regarding the rates of

microbial oil degradation in Arctic and subarctic regions. These are areas of

new petroleum development and the data gathered to date suggest that rates of




microbial degradation in these cold ecosystems may not be adequate to rapidly
remove hydrocarbon contaminants.
Nutrients

There is some confusion and considerable apparent conflict in the
literature regarding the limitation of petroleum biodegradation by available
concentrations of nitrogen and phosphorus in seawater. Several investigators
(Atlas and Bartha, 1972c; Bartha and Atlas,.1973; Floodgate, 1973, 1979;
Gunkel, 1967; Lehtomake and Barthelemy, 1968; LePetit and N'Guyen, 1976) have
reported that concentrations of available nitrogen and phosphorus in seawater
are severely limiting to microbial hydrocarbon degradation. Other
investigators (Kinney et al., 1969), however, have reached the opposite
conclusion, i.e., that nitrogen and phosphorus are not limiting in seawater.
The difference in results is paradoxical and appears to be based on whether the
studies are aimed at assessing the biodegradation of hydrocarbons within an o0il
slick or the biodegradation of soluble hy&récarbons. When considering an oil
slick, there is a mass of carbon available for microbial growth within a
lTimited area. Since microorganisms require nitrogen and phosphorus for
incorporation into biomass, the availability of these nutrients within the same
area as the hydrocarbons is critical. Extensive mixing can occur in turbulent
seas, but in many cases the supply of nitrogen and phosphorus is dependent on
diffusion to the c¢il slick. Rates of diffusion may be inadequate to supply
sufficient nitrogen and phosphorus to establish optimal C/N and C/P ratios for
microbial growth and metabolism. Researchers examining the fate of large oil
spills have thus properly concluded in many cases that concentrations of N and
P are limiting with respect to rates of hydrocarbon biodegradation. When
considering soluble hydrocarbons, nitrogen and phosphorus are probably not

limiting since the solubility of the hydrocarbons is so low as to preclude
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establishment of an unfavorable C/N or C/P ratio. Investigators considering
the fate of low-level discharges of hydrocarbons (soluble hydrocarbons) have,
thus, properly concluded that available nutrient concentrations are adequate to
support hydrocarbon biodegradation.

Floodgate (1973), in considering the limitations of nutrients to
biodegradation of hydrocarbons in the sea, proposed the concept of determining
the "nitrogen demand," analogous to the concept of biochemical oxygen demand.
Based on Kuwait crude oil at 14°C, the nitrogen demand was found to be 4 nmol
of nitrogen per ng of oil. Bridie and Bos (1971) found that addition of 3.2 mg
of ammonium nitrogen and 0.6 mg of phosphate permitted maximal rates of
degradation of Kuwait crude in seawater at a concentration of 70 mg of oil per
liter. Atlas and Bartha (1972c) found that concentrations of 1 mg of nitrogen
and 0.07 mg of phosphorus per liter supported maximal degradation of Sweden
crude 0il in New Jersey coastal seawater at a concentration of 8 g of oil per
lTiter. Reisfeld et al. (1972) reported optimal concen:rations of nitrogen and
phosphorus of 11 and 2 mg per liter for biodegradation of 1 g of Iranian crude
0il per liter in Mediterranean seawater.

Colwell et al. (1978) concluded that Metula oil is degraded slowly in the
marine environment, most probably because of limitations imposed by the
relatively low concentrations of nitrogen and phosphorus available in seawater.

Ward and Brock (1976) reported that although temperature was the main
limiting factor much of the year, during summer nutrient deficiencies 1limited
0oil biodegradation in temperate lakes. Higher rates of o0il biodegradation
could be obtained by addition of nitrogen and phosphorus. High rates of
hydrocarbon degradation were found only during 1 month of the year when

temperature and nutrient supplies were optimal. They concluded that

201




environmental factors limited hydrocarbon-utilizing microorganisms within the

indigenous microbial community was not a limiting factor.
LePetit and N'Guyer (1976) found that the artificial stimulation of
bacterial hydrocarbon degradation requires the addition of phosphorus to

seawater. They reported optimal concentrations of phosphorus to support

4 4

hydrocarbon degradation of between 20 X 107 and & X 10~

3 3

M for seawater and

between 1.5 X 10°~ and 3 X 10~

M for coastal waters receiving a significant
supply of fresh water. Inhibition of bacterial development was observed with

higher phosphate concentrations. Gibbs (1975) calculated that 1 m3

of Irish
Sea water provides sufficient nitrogen to degrade 30 g of 0il per year at
summer temperatures and 11 g of 0il per year at winter temperatures.

Bergstein and Vestal (1978) studied the biodegradation of crude o0il in
Arctic tundra ponds. They concluded that oleophilic fertilizer may provide a
useful tool to enhance the biodegradation of crude oil spilled on such
oligotrophic waters. Withoit addition of nitrogen and phosphorus, hydrocarbon
biodegradation was limited. Atlas and Bartha (1973e) described an oleophilic
nitrogen and phosphorus fertilizer which could overcome limitations of nitrogen
and phosphorus in seawater and stimulate petroleum biodegradation in seawater.
The fertilizer consisting of paraffinized urea and octylphosphate supported
degradation of o0il in seawater. Optimal C/N and C/P ratios were 10:1 and
100:1, respectively. In conjunction with the U.S. Office of Naval Research,
they obtained a patent for use of fertilizers for stimulating oil degradation
in seawater (Bartha and Atlas, 1976).

Clivieri et al. (1976) described a slow-release fertilizer containing
paraffin-supported magnesium ammonium phosphate as the active ingredient for
stimulating petroleum biodegradation. They reported that the biodegradation of

Sarir crude 0il in seawater was considerably enhanced by addition of the
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paraffin-supported fertilizer. After 21 days, 63% of the oil had disappeared
when fertilizer was added compared with 40% in a control area. Kator et al.
(1972) suggested the use of paraffinized ammonium and phosphate salts for
enhancing oil biodegradation in seawater. Raymond et al. (1976) were able to
stimulate the microbial degradation of hydrocarbons in contaminated gfoundwater
by procedures which included the addition of nitrogen and phosphorus nutrients.

Dibble and Bartha (1976) examined the effect of iron on the biodegradation
of petroleum in seawater. Biodegradation of south Louisiana crude o0il and the
effects of nitrogen, phosphorus, and iron supplements on this process were
compared in polluted and relatively clean littoral seawater collected along the
New Jersey coast. Without supplements, the biodegradation of south Louisiana
crude oil was negligible in both seawater samples. Addition of nitrogen and
phosphorus allowed very rapid biodegradation; up to 73% of the oil was degraded
with 3 days in polluted seawater. Total iron in the seawater sample was high
(5.2 mM), and the addition of iron did not increase biodegradation rates. In
less poliuted and less iron-rich (1.2 mM Fe) seawater samples, biodegradation
of south Louisiana crude oil was considerably slower (21% in 3 days), and
addition of chelated iron had a stimulating effect. Ferric octoate was shown
to have a stimulating effect on south Louisiana crude oil biodegradation,
similar to that of chelated iron. Ferric octoate in combination with
paraffinized urea and octylphosphate is suitable for treatment of floating oil
slicks. The authors concluded that spills of south Louisiana crude o0il and
similar oils can be cleaned up rapidly and efficiently by stimulated
biodegradation, provided that water temperatures are favorable.

Dibble and Bartha (1979a) examined the effect of environmental factors on
the biodegradation of oil sludge. They conducted a laboratory study aimed at

evaluating and optimizing the environmental factors of land farming, i.e.,
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disposal by biodegradation in soil of o0ily sludges generated in the refining of
crude oil. They found that oil sludge biodegradation was optimal at a soil
water-holding capacity of 30 to 90%, a pH of 7.5 to 7.8, a C/N ratio of 60:1,
and a C/P ratio of 800:1. Optimal temperatures were 20°C or above. They
reported that an application rate of 5% (by weight) oil sludge hydrocarbon to
soil, i.e., 100,000 liters/hectare, gave a good compromise between high
biodegradation rates and efficient land use and resulted in the best overall
biodegradation rate of oil hydrocarbon classes. Frequent small applications
resulted in higher biodegradation rates than single large applications.

Fedorak and Westlake (personal communication) found that, without added
nutrients, aromatic hydrocarbons were more readily attacked than saturated
hydrocarbons by soil and marine microbes; addition of nitrogen and phosphorus
nutrients stimulated degradation of saturated hydrocarbons more than of
aromatic hydrocarbons.

Westlake et al. (1978) examined the in situ degradation of oil in a soil
of the boreal region of the northwest territories of Canada. Where fertilizer
conteining nitrogen and phosphorus was applied to the oil, there was a rapid
increase in bacterial numbers, but no increase in fungal propagules. This was
followed by a rapid disappearance of n-alkanes and isoprenoids and a continuous
loss of weight of saturated compounds in the recovered oil. The seedino of oil
slick plots with oil-degrading bacteria had no effect on the composition of the
recovered 0il. Jobson et al. (1974) similarly found that nitrogen and
phosphorus addition stimulated hydrocarbon degradation in oil applied to soil
but that seeding did not stimulate degradation. Hunt et al. (1973) found that
fertilizer application to subarctic soils enhanced microbial hydrocarbon
degradation. They found, however, in laboratory tests that nitrogen addition

caused an initial negative response in microbial activity which was followed by
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enhanced biodegradation; microbial activity also responded positively to
phosphorus addition.

Raymond et al. (1976) studied oil biodegradation in soil. Greater 0il
degradation was found in soils receiving fertilizer application and rototilling
than in untreated soils. They did not find any leaching of hydrocarbons into
groundwater. Dibble and Bartha (1979b) studied the leaching aspect of oil
sludge biodegradation in soil. They added fertilizer to oil sludges in soils
and examined the leachate for phosphate and undegraded hydrocarbons. There was
a modest increase in total organic carbon in the leachate, presumably due to
hydrocarbon biodegradation, but no undegraded hydrocarbons or phosphorus was
recovered in the leachate. The results support the concept that oil sludge
application to soil can be used for biodegradation removal of these materials.

The above studies indicate that the available concentrations of nitrogen
and phosphorus severely limit the extent of hydrocarbon degradation after most
major oil spills. Rates of nutrient replenishment generally are inadequate to
support rapid biodegradation of large quantities of oil. The addition of
nitrogen- and phosphorus-containing fertilizers can be used to stimulate
microbial hydrocarbon degradation.

Oxygen

As with nutrients, there has been controversy over whether oxygen is
absclutely required for hydrocarbon biodegradation or whether hydrocarbons are
subject to anaerobic degradation. The current evidence supports the view that
anaerobic degradation by microorganisms at best proceeds at negligible rates in
nature (Bailey et al., 1973; Ward et al., 1980). The existence of
microorganisms which are capable of anaerobic hydrocarbon metabolism has not,
however, been excluded. In fact, there have been several reports of isolated

microorganisms which are capable of alkane dehydrogenation (Chouteau and Senez,
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1962; lizuka et al., 1969; Parekh et al., 1977; Senez and Azoulay, 1961;
Traxler and Bernard, 1969) under anaerobic conditions. These organisms have an
enzymatic mechanism which should permit addition of water across the double
bond, forming a secondary alcohol, and therefore permit anaerobic growth.
Although there have been preliminary reports (Traxler and Bernard, 1969) on the
ability of isolated organisms to grow on n-alkanes anaerobically, these
findings generally have not been adequately repeated upon further testing (R.
W. Traxler, personal communication). In the case of the Pseudomonas strain
studied by Senez and Azoulay (1961), the organisms consumed oxygen when growing
on heptane even though it had an n=heptane dehydrogenase enzyme.

There have been few reports on the anaerobic degradation of hydrocarbons
in natural ecosystems (Bailey et al., 1973; Brown et al., 1969a, 1969b; Pierce

et al., 1975; ZoBell and Prokop, 1966). These reports suggested that nitrate
or sulfate could serve as an alternate electron acceptor during anaerobic
respiratjon using hydrocarbon substrates. This mechanism has not been
biochemically confirmed for hydrocarbon utilization in pure cultures, and the
criteria used for assessing anaerobic hydrocarbon degradation in the
above-mentioned studies generally were inadequate to establish definite
results; either there was a lack of exhaustive evidence for the complete
exclusion of oxygen or there was a lack of chemical evidence needed to
establish that hydrocarbons were in fact degraded. In the study by Shelton and
Hunter (1975), there was an 11% decrease in hexane-extractable material under
anaerobic conditions compared with only 4% under aerobic conditions in oiled
sediments during 30 weeks of incubation. They concluded, however, that the
rapid loss of aliphatic hydrocarbons under anaerobic conditions could not be

accounted for by microbial degradation.
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Hambrick et al. (1980) found that, at pH values between 5 and 8,
mineralization of hydrocarbons in estuarine sediments was highly dependent on
oxygen availability. Rates of hydrocarbon degradation decreased with
decreasing oxygen reduction potential , i.e., with increasing anaerobiosis.
They concluded that hydrocarbons would persist in reduced sediments for longer
periods of time than would hydrocarbon contaminants in aerated surface layers.
Some mineralization of alkanes (about 10 to 20%) was reported during 35 days of
incubation under anaerobic conditions, but mineralization of naphthalene was
insignificant (about 0.4% under these incubation conditions). Naphthalene
mineralization increased from 0.6 to 22.6% when the redox potential was
gradually increased from -220 mV to +130 mV over an additional éS-day
incubation period (Delaune et al., 1980). Ward and Brock (1978a) similarly
found that hexadecane was rapidly mineralized in freshwater lake sediments
under aerobic conditions but that almost no hydrocarbon mineralization occurred
under anaerobic conditions. Addition of nitrate and sulfate, in this study,
failed to increase hydrocarbon mineralization under anaerobic conditions.

In a recent study, Ward et al. (1980) compared rate of hydrocarbon
oxidation in sediments affected by the Amoco Cadiz spillage under aerobic and

14

anaerobic conditions. With 14C-labeled hydrocarbons, CO2 production from

heptadecane and toluene, but not from hexadecane, was found during anaerobic
incubation. Methanogenesis could be demonstrated in these tests, indicating
rigorous anaerobic conditions. Although measurable degradation rates under
anaerobic conditions were found, rates of 14CO2 production were orders of
magnitude lower under anaerobic than under aerobic conditions. In the absence

14

of oxygen, less than 5% of added hydrocarbon was oxidized to “'CO, during 233

2
days compared with over 20% during 14 days under aerobic conditions. In this

study, petroleum was found in a relatively unweathered state in anaerobic
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sediments oiled by the Amoco Cadiz spill, indicating that hydrocarbons are
indeed preserved from microbial attack under anaerobic conditions in the
environment.

The importance of oxygen for hydrocarbon degradation is indicated by the

fact that the major degradative pathways for both saturated and aromatic
hydrocarbons, discussed earlier, involve oxygenases and molecular oxygen. The
theoretical oxygen demand is 3.5 g of 0il oxidized per g of oxygen (Floodgate,
1979; ZoBell, 1969). ZoBell (1969) calculated that the dissolved oxygen in 3.2

X 10°

Titers of seawater therefore would be required for the complete oxidation
of 1 liter of oil. Within anoxic basins, the hypolimnion of stratified lakes
and benthic sediments, oxygen may severely limit biodegradation. |

Johnston (1970) examined the consumption of oxygen in sand columns
containing Kuwait crude oil. The oxygen concentration in the interstitial
water decreased rapidly. The mean rate of oxygen consumption over 4 months was
0.45 g/m2 per day at 10°C, corresponding to an oil degradation rate of 90 mg of
oﬂ/m2 per day. Biodegradation of oil in sediments has been found to be
stimulated by bioturbation (Gordon, et al., 1978; Lee, 1977). The introduction
of oxygen by burrowing animals such as polychaete worms is apparently very
important in determining the rate of biodegradation of hydrocarbons in
oil-contaminated sediments.

Jamison et al. (1975) used forced aeration to supply oxygen for
hydrocarbon biodegradation in a groundwater supply which had been contaminated
by gasoline. Nutrient addition without aeration failed to stimulate
biodegradation, but when both nutrients and oxygen were supplied, it was
estimated that up to 1,000 barrels of gasoline was removed by stimulated
microcbial degradation. Such manipulations to supply oxygen probably are not

feasible in open systems where natural forces such as wind and wave action will

208




have to be relied upon for turbulent mixing and resupply'of oxygen to support
biodegradation of oil.

Regardless of whether hydrocarbon degradation can occur at all under
anaerobic conditions, the environmental importance of anaerobic hydrocarbon
biodegradation can be discounted. Rapid biodegradation of hydrocarbons does
not occur in anaerobic environments. Hydrocarbons which enter anaerobic
environments such as anoxic sediments are well preserved and persist
indefinitely as environmental contaminants.

Salinity and Pressure

The influence of several other environmental factors on hydrocarbon
biodegradation has been studied. Typically these factors are specific features
of particular ecosystems such as saline lakes or deep seas (high hydrostatic
pressure), which represent specialized environments that may be contaminated by
petroleum hydrocarbons.

Ward and Brock (1978b) examined hydrocarbon biodegradation in hypersaline
environments. When hydrocarbons were added to natural samples of various
salinities (from 3.3 to 28.4%) from salt evaporation ponds of Great Salt Lake,
Utah, rates of metabolism of these compounds decreased as salinity increased.
Rate limitations did not appear to relate to low oxygen levels or to
availebility of organic nutrient. Gas chromatographic examination of
hexane-soluble components of tar samples from natural seeps at Rozel Point in
Great Salt Lake demonstrated no evidence of biological oxidation of isoprenoid
alkanes which are subject to degradation in normal environments. Attempts to
enrich for microorganisms, in saline waters, able to use mineral oil as a sole

source of carbon and energy were successful below, but not above, approximately

20% salinity. The study strongly suggests a general reduction of metabolic




rate at extreme salinities and raises doubts about the biodegradation of
hydrocarbons in hypersaline environments.

Hydrocarbon pollutants in the world's oceans may eventually sink; some
petroleum components may contaminate deep benthic zones. Microbial degradation
of organic matter in the deep sea has been found to be greatly restricted
(Jannasch et al., 1971). Hydrocarbons do not appear to be an exception.

Schwarz et al. (1974a, 1974b, 1975) examined the growth and utilization of

hydrocarbons at ambient and in situ pressure for deep-sea bacteria. The rate
of hydrocarbon utilization under high pressure and ambient temperatures and
atmospheric pressure. Whereas 94% of hexadecane was utilized within 8 weeks at
1 bar, at 500 bars it took 40 weeks for similar degradation. It appears that
0il which enters deep-ocean environments will be degraded very slowly and
persist for long periods of time.

Case Histories

The fate of petroleum hydrocarbons in the environment from various actual
environmental o0il contamination incidents has now been examined. It is
extremely complex to study the weathering of a mixture such as petroleum in
natural, variable environments. Patchiness of 0il distribution and uncertainty
about localized environmental variations make definitive scientific conclusions
difficult to reach. Determining quantitatively the specific role of
microorganisms in the fate of polluting o0il is difficult, but changes in an
environmentally contaminating o0il can be viewed in light of the enzymatic
degradative capacity ofvthe indigenous hydrocarbon-degrading microbial
populations. Environmental factors known to influence rates of microbial

hydrocarbon degradation can be examined to estimate limitations of the

bijodegradative contribution to the removal of petroleum pollutants.




In February 1970, the tanker Arrow ran aground and spilled a large portion
of its 108,000-barrel cargo into Chedabucto Bay, Nova Scotia. An estimated 300
km of shoreline was affected. Rashid (1974) described the changes in the 0il
3.5 years after the spillage. Degradation of o0il depended largely on
environmental factors, especially wave energy. Degradation was greatest in
high-wave-energy environments and lowest in protected embayment areas. In the
high-energy environments, there was a substantial loss of n-alkanes, which was
believed to be due to microbial degradation. Presumably, oxygen and nutrients
replenished by wave-driven mixing permitted more extensive degradation. Six
years after the spill, it was impossible to estimate the amount of oil
remaining in Chedabucto Bay from the spillage due to the'patchy distfibution of
the oil, contributions of more recent spillages, and the absence of adequate
control sites (Keizer et al., 1978).

In January 1973, the Irish Stardust ran aground near Vancounver Island,
B.C. Approximately 180 metric-tons of fuel oil was spilled. Cretney et al.
(1978) examined the long-term fate of the heavy fuel oil from the spill that
contaminated a British Columbia, Canada, coastal bay. They reported that
biodegradation accounted for almost complete removal of n-alkanes during the
first year after the spill. Pristane and phytane were biodegraded more slowly,
but were almost completely gone after 4 years. The non-n-alkane components of
the C28 to C30 range appeared to be the most resistant to degradation of ail
the components resolved by gas chromatography.

During March 1971, a pipeline rupture allowed JP-4 jet fuel and no. 2 fuel
0il to enter the intertidal zone of a cove at Searsport, Maine. The spill was
approximately 13 metric tons, but only a fraction of that amount probably
entered the cove. Mayo et al. (1978) examined the weathering characteristics

of petroleum hydrocarbons deposited in fine-clay marine sediments of the cove.
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- They found that petroleum residues isolated from the spill gave the appearance
of weathering particularly slowly in the cold anoxic sediment. In 1976, they
found that the average area contained roughly 20% less hydrocarbon than in
1971, when the spill occurred. At a number of sites, there appeared to be no
decline in gross hydrocarbon concentrations and essentially no weathering of
the atliphatic portions of the petroleum residues. The data indicated that
although microbial degradation of the aliphatic linear chain systems had a

measurable impact on the residues contained in upland sediments, this action

was greatly suppressed in the residues absorbed on the anoxic cold clay silt of
the cove. Microbial transport of the oil from the upland spill location to the
marine sediment, but within the marine sediments rates of microbial degradation
must have been near zero. It is likely that a lack of available oxygen in the
contaminated sediments severely limited rates of biodegradation.

The tanker Metula grounded in the Straits of Magellan in August 1974.
Approximately 46,000 metric tons of oil wis lost, contaminating a cold marine
environment. Colwell et al. (1978) examined the biodegradation of petroleum
from the Metula spill in the Straits of Magellan region. They found from
biodegradation studies that oil degradation under in situ conditions proceeded
relatively slowly, with marked persistence of Metula oil in the Straits of
Magellan 2 years after the spill. They reported that the slow rates of oil
degradation most probably were due to limitations imposed by relatively low
concentrations of nitrogen and phosphorus available in seawater, as well as
restricted accessibility to degradable compounds within aggregated oils or tar
balls. Temperature did not seem to be a limiting factor for petroleum
degradation in the cold marine environment. There was an indigenous
cold-adapted microbial community capable of utilizing hydrocarbons. Microbial

degradation was not effective in attacking buried oil or oil that had formed
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asphalt layers on beaches. Microbial action may have contributed significantly
to the formation of polar material and contributed to the extensive removal of
aliphatic hydrocarbons in favorable environments. It was concluded that the
0i1 from the Metula spill would persist for a long period of time.

Two major spillages of no. 2 fuel oil into Buzzards Bay, Mass., have been
studied. The Florida created the West Falmouth spill in 1969, and the Bouchard
was the source of a second spill in 1974. Blumer et al. (1972, 1972a, 1972b)
examined the disappearance of oil from the West Falmouth spill. They found
that the disappearance of petroleum hydrocarbons was slow and that bacterial
degradation contributed to the removal of n-paraffins. Teal et al. (1978)
examined the aromatic hydrocarbons contaminating the sediments of Buzzards Bay
resulting from both spillages. Hicrobial degradation was believed to
contribute to the disappearance of naphthalenes with zero to three alkyl
substituents and phenanthrenes with zero to two substituents from surface
sediments. The more substituted aromatics decreased relatively less and
probably were more resistant to biodegradation.

Pierce et al. (1975) examined the persistence and biodegradation of fuel
0il on an estuarine beach which came from the spillage of 90,000 gal (ca.
342,000 1iters) of no. 6 fuel oil into Narragansett Bay, R.I., in 1973, The
concentrations of hydrocarbons in the midtide region declined simultaneously
with an increase in populations of hydrocarbon-utilizing bacteria. During the
winter months, hydrocarbon biodegradation was apparent at rates of less than 1
pg of hydrocarbon per g (dry weight) of sediment per day. McAuliffe et al.
(1975) examined the fate of 65,000 barrels of crude oil spilled in 1970 from a
Chevron platform 11 miles (ca. 17.6 km) east of the Mississippi River delta.
They found that only 1% of the o0il entered the sediments; much of the oil

dissipated. One week after the spill, there was evidence for biodegradation of
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the 0il in the sediment as shown by an alteration in the the ratio of
n-paraffins to isoprenoid hydrocarbons. Within 1 year, most of the oil was
gone and rapid biodegradation appeared to contribute to the removal of
contaminating hydrocarbons.

Atlas et al. (1978) studied petroleum biodegradation in various coastal

Arctic ecosystems which had been experimentally contaminated with Prudhoe crude

0il. Hydrocarbon biodegradation potentials were lower in ice than in water or
sediment. Natural rates of degradation were slow, and maximal losses from
experimental oil spills were less than 50% during the Arctic summer due to
combined abiotic and biodegradative losses. Rates of biodegradation were found
to be Timited by temperature and concentration of available nitrogen and
phosphorus. Residual 0il had similar percentages of hydrocarbon classes as
fresh 0il; i.e., biodegradation of all oil component classes, including
paraffinic and aromatic fractions, apparently proceeded at similar rates. In
March 1977, there was a spill from the Potomac into the ice-laden waters of
Melville Bay in the northeastern part of Baffin Bay, off western Greenland.
About 107,000 gal (ca. 406,600 liters) of Bunker C fuel oil was lost. The fate
of the o1l was investigated by a team of scientists (Grouse et al, 1979).
Biodegradation of the o0il at the low water temperatures was found to proceed
very slowly if at all. There was no significant increase in numbers of‘
hydrocarbon utilizers within a few weeks after the spill. During this period
there was also almost no change in the C17/pristane ratio in the oil,
indicating that biodegradation was not occurring at a significant rate.

The spill of the supertanker Amoco Cadiz in March 1978 resulted in the
largest oil spill to that date. In excess of 190,000 metric tons of oil was
relezsed into the marine environment during 2 weeks. A variety of intertidal

sites off the Brittany coast was affected. Aminot (1980) examined the fate of
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the 0il1 in the water column before reaching the shoreline. He found a
depletion of N. P, and 02 in the water column beneath the 0il, which apparently
resulted from microbial degradation of petroleum hydrocarbons. The in'situ
deficits of N, P, and 02 converted to a hydrocarbon biodegradation rate of 0.03
mg of 0il degraded per liter per day in the water column under the o0il. Aminot
estimated that 9,000 metric tons of oil was biodegraded in the water column
during the 2 weeks following the spill. The fate of the Amoco Cadiz 0il within
the intertidal zone was studied by several investigators (Atlas et al., 1981;
Atlas and Bronner, 1980; Boehm and Fiest, 1980a; Calder and Boehm, 1980;
Vandermeulen and Traxler, 1980; Ward et al., 1980). Microbial degradation
appears to have played a very important role in the weathering of 0il stranded
within the littoral zone. Atlas and Bronner (1980) estimated a biodegradation
rate of 0.5 pg of hydrocarbon per g (dry weight) of sediment per day within the
affected intertidal zone. The onset of extensive changes in the oil appears to
have occurred more rapidly after the wreck than was anticipated, extensive
biodegradation even preceding complete evaporation and dissolution of volatile
aromatics (Atlas et al., 1981; Calder and Boehm, 1980); there was a rapid
change in the n-alkane/isoprenoid hydrocarbon ratio within days to weeks. The
isoprenoid alkanes, C27 to C31 n-alkanes, hopanes, alkylated dibenzothiophenes,
and alkylated phenanthrenes were the classes of hydrocarbons most resistant to
biodegradation. Despite the rapid rates of biodegradation, the magnitude of
the spill was such that the o0il will persist within the littoral zone for a
prolonged period. O0il that was buried, oil within anoxic sediments, and oil
within embayments appears to be most persistent (Atlas et al., 1981; Boehm and

Fiest, 1980a; Walker and Colwell, 1976d). Conditions which enhance aeration

and resupply nutrients, such as high-energy wave action, favor biodegradation.




The magnitude of the Amoco Cadiz spill was surpassed by the spill form the
IXTOC-I well blowout. In June 1979, oil began spilling into the Bay of
Campeche, Gulf of Mexico. The oil flowed for 10 months before the well was
capped. Some of the oil washed onto the coastal beaches of Texas, but for the
most part the current carried the oil away from U.S. waters. The 0il from the
IXTOC-1 well formed a mousse. Boehm and Fiest (1980b) found 1ittle evidence
for biological weathering of the hydrocarbons in the mousse. Atlas and
co-workers (1980a, 1980b) found that biodegradation of mousse was greatly
restricted, probably due to nutrient limitations and limited surface area for
microbial attack. During a 6-month laboratory incubation under simulated
natural conditions, 2 to 5% of the mousse (Cobet and Guard, 1973) was converted
to COZ‘ Despite favorable temperatures and high populations of hydrocarbon
utilizers in association with the mousse, changes in n-alkane/isoprenoid ratios
took months rather than days to weeks. The contribution of biodegradation to
weathering of o0il from the IXTOC-I well was notably slower and of less
magnitude than was found for the Amoco Cadiz. Pfaender and co-workers (Buckley
and Pfaerder, 1980; Pfaender et al., 1980) examined the degradation of
hydrocarbons within the water column affected by the IXTOC-1 oil. They found
relatively rapid turnover times for hydrocarbons which had become dissolved in
the water column. Rates of degradation ranged from 0.01 to 44 pg of aliphatic
hydrocerbon respired per liter per h with turnover times of 30 to 266 h.

In contrast to the cited studies on large marine oil spills, there have
been few studies on freshwater ecosystems occurs frequently, but the spillages
are generally of small magnitude. Unless a special resource such as a drinking
water supply is contaminated, such "minor" spillages are often neglected.
Jamison et al. (1975, 1976) did examine the degradation of gasoline in a

contaminated groundwater supply. They used stimulated biodegradation to
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enhance removal of hydrocarbons from the confaminated water supply. Roubal et
al. (1979) followed the disappearance of hydrocarbons from the Ohio River after
a major spillage of gasoline. They found that the hydrocarbons were rapidly
removed. The microbial community was found to be capable of contributing to
the disappearance of the contaminating hydrocarbons; the biodegradative
potential was capable of responding within 1 to 2 days. Horowitz and Atlas
(1977b) examined the fate of 55,000 gal (ca. 209,000 liters) of gasoline which
had contaminated an Arctic lake that served as a drinking water supply. In
situ measurement of gasoline degradation showed that, if untreated, sediment
retained even "volatile" light hydrocarbons. Nutrient addition was found to
enhance biodegradative losses.

Several studies have examined the fate of oil in soil ecosystems. Some of
these studies involved experimental contamination of soil to examine the
feasibility of using land farming for removal of oily wastes (Dibble and
Bartha, 1979a; Francke and Clark, 1974; Gudin and Syratt, 1975; Kincannon,
1972; Lehtomake and Niemela, 1975; Maunder and Waid, 1973; Raymond et al.,
1976). Concern has been expressed about the leaching of oil applied to soil
into groundwater supplies. There have been some reports on mobilization of oil
into the soil column (Verstraete et al., 1975), but in most cases there has
been little evidence for significant downward leaching of oil (Dibble and
Bartha, 1979a; Raymond et al., 1976). Kincannon (1972) applied residual oil

from a refinery tank, Bunker C fuel o0il, and a waxy raffinate to soils and

found a degradation rate of 8.3 m3/4 X 103 m2 per month. Francke and Clark

(1974) reported a degradation rate of 11.9 m3/4 X 103 m2 per month for used

crankcase oil applied to soil. They found that rates of degradation did not

exceed 2.4 m3/4 X 103 m2 per month.
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Dibble and Bartha (1979c) examined the rehabilitation of a New Jerseyv
wheat field which had been contaminated with approximately 1.9 million liters
of kerosene over 1.5 hectares. A rehabilitation program consisting of liming,
fertilization, and frequent tilling was initiated, and the decrease of
hydrocarbon contaminants was monitored for a 2-year period. During the 2 years
of the study, the hydrocarbon content of the surface 0il decreased to an
insignificant level. Seasonal differences were found in the rate of
hydrocarbon disappearance. Within 1 year after the spillage, the field
returned to a near-normal productive state. Odu (1972) reported evidence for
microbial degradation of oil spilled on a sandy soil in Nigeria from an o0il

well blowout. Several Arctic terrestrial oil spills have been examined. Cook

and Westlake (1974) found evidence for extensive utilization of n-alkanes in

oils applied in the Norman Wells area of the northwest territories and in the
Swan Hill area of northern Alberta. They also found evidence for
biodegradation of o0il of the Nipisi spill in northern Alberta. The spill was
on a sphagnum bog. Sexstone et al. (1978a), in contrast, found evidence for
greatly restricted rates of biodegradation in northern soils. They found that
hydrocarbons were still present in soils at Fish Creek, Alaska, 28 years after
contamination by spillage of refined oil.

SUMMARY OF CURRENT STATE OF KNOWLEDGE

The rates of biodegradation of hydrocarbons from oil spills appear to be
highly dependent on localized environmental conditions. It is apparent that
the microbial degradation of o0il pollutants is a complex process and that
environmental factors have a great influence on the fate of spilled oil. The
fate of many components in petroleum, the degradative pathways which are active
in the environment, the importance of co-oxidation in natural ecosystems, and

the rcle of microcrganisms in forming persistent environmental contaminants
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from hydrocarbons such as the compounds found in tar balls are unknown and
require future research. Although a number of rate-limiting factors have been
elucidated, the interactive nature of microorganisms, oil, and environment
still is not completely understood, and further examination of case histories
is necessary to improve predictive understanding of the fate of oil pollutants
in the environment and the role of microorganisms in biodegradative
environmental decontamination. With an understanding of the microbial
hydrocarbon degradation process in the environment, it should be possibie to
develop models for predicting the fate of hydrocarbon pollutants and to develop
strategies for utilizing microbial hydrocarbon-degrading activities for the
removal of hydrocarbons from contaminated ecosystems.
IV Study Area

Regions studied during the course of this study included: the northeastern
Guif of Alaska, the northwestern Gulf of Alaska, Cook Inlet, the north Aleutian

shelf region of the Bering Sea, the St. George basin region of the Bering Sea,

the Navarin Basin Region of the Bering sea, Norton Sound, and the Beaufort Sea.




v Methods and Materials
SAMPLING

Water samples were collected using a Niskin sterile water sampler. Water
samples were transferred to sterile containers and processed as soon as
possible. Sediment samples were collected using a Smith-MacIntyre or Sutar-Van
Veen grab sampler in water depths of greater than 5 m. A relatively
undisturbed surface sediment was collected from each of the grab sampler. In
shallow waters a Kahl mud snapper was used to collect sediment samples. Each
sediment was mixed with a small portion of overlying seawater to produce a
slurry to facilitate handling of the sediment. At the time of sampling the
location, temperature, and salinity were determined. The sampling sites are

shown in Figures la - 1s. A comprehensive list of samples collected in this

study including sampling locations, dates of collection, sampling depths,
temperatures, and salinities is given in Table 1.

ENUMERATION OF MICROBIAL POPULATIOMS

Total Numbers of Microorganisms

Enumeration of total bacterial populations was performed using a direct

count procedure. Serial dilutions of the samples were preserved 1:1 with

formaldehyde. Samples were filtered through 0.2 ym cellulose nitrate black

filters and stained with acridine orange according to the procedures of Daley
and Hobbie (1975). The black filters were examined with an Olympus
epifluorescence microscope with a BG-12 exciter filter and a 0-530 barrier
filter. Ten fields per filter and two filters per sample were enumerated and
the counts averaged.

Viable Plate Counts

Serial dilutions of samples were made in Rila marine salts solution (Rila

Products, Teaneck, N.J., U.S.A.) and plated on marine agar 2216 (Difco). (The
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Table 1.

04/716/76
08720775
08720775
08728775
08728775
08731775
08731775
09705775
09705775
09705775
09705775
09708775
09708775
09708775
09/08775
09711775
09711775
09711775
09711775
69712775
09712775
09712775
09712775
09713775
09713775
09713775
09702775
09713775
09713775
09705775
09713775
097164775
09714775
09717775
09717775
09717775
06707776
04707776
06707776
04710776
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19.2
19.8
19.8
17.5

Sample descriptions.

BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORY
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEZUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT

BEACH ELSON STA.03A

ELSON LAGOON STO1 SEDIMENT
ELSON LAGOON STO01 SEDIMENT
ELSON LAGOON ST10 SEDIMENT
PT BARROW ST12 SEDIMENT
ELSON LAGOON ST11 SEDIMENT
PT BARROW ST12 SEDIMENT
ELSON LAGOON STO03 SEDIMENT
PLOVER PT ST04 SEDIMENT
OLIGTOK PT ST30 SEDIMENT
PRUDHOE BAY ST40 SEDIMENT
PRUDHOE BAY ST53 SEDIMENT
PRUDHOE BAY ST55 SEDIMENT
PRUDHOE BAY ST51 SEDIMENT
PRUDHOE BAY ST54 SEDIMENT
ELSON LAGOON STO01 SEDIMENT
ELSON LAGOON ST02 SEDIMENT
ELSON LAGOON ST03 SEDIMENT
ELSON LAGOON ST04 SEDIMENT
PRUDHOE BAY ST53 SEDIMENT
PRUDHOE BAY ST55 SEDIMENT
PRUDHOE BAY ST70 SEDIMENTY
PRUDHOE BAY ST71 SEDIMENT
PRUDHOE BAY ST50 SEDIMENT
PRUDHOE BAY ST51 SEDIMENT
PRUDHOE BAY ST52 SEDIMENT

STA 1 OLD SAMPLE 25 LOCATION B

BEAUFORT
BEAUFORT

PRUDHOE BAY ST57 SEDIMENT
PRUDHOE BAY ST70 SEDIMENT

STA 2 OLD SAMPLE 27 LOCATION B

BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT

PRUDHOE BAY ST71 SEDIMENT
PRUDHOE BAY ST72 SEDIMENT
PRUDHOE BAY ST73 SEDIMENT
ELSON LAGOON ST01 SEDIMENT
ELSON LAGOON ST02 SEDIMENT
ELSON LAGOON ST03 SEDIMENT
SEDIMENT BARROW STA.13
SEDIMENT BARROW STA. 14
SEDIMENT BARROW STA.15
SEDIMENT ELSON STA.02




BB105 71 21.60 156 21.00 06/10/76 5.00 0.0 BEAUFORT SEDIMENT ELSON STA.03
BB106 70 32.00 143 22.00 04/12/76 83.00 0.0 BEAUFORT SEDIMENT PRUDHOE STA.74
BB107 70 31.00 147 24.00 04/12/76 14.00 0.0 BEAUFORT SEDIMENT PRUDHOE STA.81
BB103 70 28.00 147 30.00 04/12/76 3.50 0.0 BEAUFORT SEDIMENT PRUDHOE STA.80
BB109 70 47.00 147 0.00 04714776 26.00 0.0 BEAUFORT SEDIMENT PRUDHOE STA.83
BB110 70 22.50 148 20.00 04/14/76 2.00 0.0 BEAUFORT SEDIMENT PRUDHOE STA.56
BB1t1 71 26.00 152 22.00 04716776 50.00 0.0 BEAUFORT SEDIMENT PITT PT STA.22
BB112 71 19.00 152 33.00 06716776 30.00 o©.0 BEAUFORT SEDIMENT PITT PT STA.21
BB113 71 8.00 152 55.00 04/18/76 9.00 0©.0 BEAUFORT SEDIMENT PITT PT STA.20
BB114 71 23.00 153 50.00 04/18/76 22.00 0.0 BEAUFORT SEDIMENT BARROW STA, 17
BB115 71 23.00 156 22.00 04/718/76 13.00 0.0 BEAUFORT SEDIMENT BARROW STA. 16
BI101 71 31,00 156 6.00 04705776 0.00 0.0 BEAUFORT ICE BARROW STA. 13A
BI102 71 36.50 155 35.00 04/05/76 0.00 0.0 BEAUFORT ICE BARROW STA. 14A
BI103 71 39.00 155 6.080 04/05/76 0.00 0.0 BEAUFORT ICE BARROW STA. 15A
BI1104 71 21,60 156 21.00 06707776 0.00 0.0 BEAUFORT ICE ELSON STA.03
BI105 71 23.00 155 56.00 04/07/76 0.00 0.0 BEAUFORT ICE BARROW STA.13
BI106 71 23.00 155 26.00 064/07/76 0.00 0.0 BEAUFORT ICE BARROW STA. 14
BI107 71 23.00 154 56.00 064/07/76 .00 0.0 BEAUFORT ICE BARROW STA. 15
BI108 71 21.40 156 27.00 04710776 0.00 0.0 BEAUFORT ICE ELSON STA.02
BI109 71 21,60 156 21.00 06/10/76 0.00 0.0 BEAUFORT ICE ELSON STA.03
BI110 71 8.00 146 30.00 04/14/76 0.00 0.0 3.2 BEAUFORT ICE PRUDHOE STA.85
BI111 70 32.00 148 22.00 04/164/76 0.00 0.0 BEAUFORT ICE PRUDHOE STA.74
BI112 70 31.00 147 24.00 04/164/76 0.00 0.0 BEAUFORT ICE PRUDHOE STA.81
BI113 70 28.00 147 30.00 04/14/76 6.00 0.0 BEAUFORT ICE PRUDHOE STA.80
BI114 70 47.00 147 0.00 064/14/76 0.00 0.0 23.8 BEAUFORT ICE PRUDHOE STA.83
BI115 70 22.50 148 20.00 064/14/76 0.00 0.0 1.0 BEAUFORT ICE PRUDHOE STA.56
BIt16 71 36.00 152 12.60 04716776 0.00 0.0 6.0 BEAUFORT ICE PITT PT STA.26

BN BI117 71 66.00 151 52.00 06716776 0.00 0.0 2.5 BEAUFORT ICE PITT PT STA.23

é; BI118 71 26.00 152 22.00 04716776 0.00 0.0 11.0 BEAUFORT ICE PITT PT STA.22
BI119 71 19.00 152 33.00 04716776 0.00 0.0 8.5 BEAUFORT ICE PITT PT STA.21
BI120 71 8.00 152 55.00 04718776 0.00 0.0 3.5 BEAUFORT ICE PITT PT STA.20
BI121 71 23.00 153 50.00 064/18/76 6.00 0.0 5.0 BEAUFORT ICE BARROW STA.17
BI122 71 23.00 1564 22.00 04/18/76 0.v0 0.0 5.0 BEAUFORT ICE BARROW STA. 16
BI123 71 36,50 155 35.00 064/18/76 06.00 0.0 6.0 BEAUFORT ICE BARROW STA. 14A
BWOOO 1 71 21.22 156 32.17 08/20/75 1.00 3.0 26.0 BEAUFORT ELSON LAGOON STO1 WATER
BW0o02 71 21,22 156 32.17 08/20/75 1.00 3.2 26.5 BEAUFORT ELSON LAGOON STO1 WATER
BWOO0O3 71 25.00 156 20.00 08/28/75 1.00 -0.5 23.8 BEAUFORT ELSON LAGOON ST10 MATER
BWOOO04 71 15.70 156 0.00 08/28/75 1.00 2.0 22.5 BEAUFORT POINT BARRONW ST12 WATER
BWOOO5 71 20.81 156 35.17 08/30/75 0.0 CHUKCH1 BARROW ST05B ICE
BWOO0O06 71 19.00 156 15.79 08/31/75 1.00 2.0 17.0 BEAUFORT ELSON LAGOON ST11 WATER
BWOOO6A 71 21,20 156 32.20 08/21/75 1.00 3.0 20.1 STA 1 OLD SAMPLE 6 LOCATION B
BWO0OO7 71 15.70 156 0.00 08731775 1.60 1.5 21.0 BEAUFORT POINT BARROW ST12 WATER
BWOOO7A 71 21.50 156 26.20 08721/75 1.00 2.5 21.0 STA 2 OLD SAMPLE 7 LOCATION B
BWo003 71 21.01 156 642.18 08/31/75 1.00 2.0 25.5 CHUKCH1 BARROW ST06 WATER
BWOOO0Y9 71 21.55 156 21.08 09705775 1.00 -0.2 20.0 BEAUFORT ELSON LAGOON ST63 WATER
BWOOO9A 71 21.50 156 21,10 08721775 1.00 2.0 20.0 STA 3 OLD SAMPLE 9 LOCATION B
BWOO 10 71 22.13 156 21.7¢ 09705775 1.00 -0.2 20.5 BEAUFORY PLOVER PT. ST04 WATER
BWoo 11 70 30.60 149 36.21 09705775 1.00 1.9 2.1 BEAUFORT OLIGTOK PT. ST30 WATER
BWOO11A 71 19.70 156 40.90 08/264/75 1.00 STA 7 OLD SAMPLE 11ALOCATION B
BWCO11B 71 .22.106 156 21.70 08/21/75 1.60 3.0 25.0 STA 4 OLD SAMPLE 11 LOCATION B
BWoo12 70 26.50 149 3.15 09/05/75 1.00 1.8 138.8 BEAUFORT PRUDHOE BAY ST40 WATER
BWOO 12A 71 19.70 156 640.90 08726775 1.00 3.0 31.0 STA 7 OLD SAMPLE 12 LOCATION B
BLOO13 70 20.00 148 22.06 09705775 1.00 1.5 20.0 BEAUFORT PRUDHOE BAY ST52 WATER
BWOO 13A 71 19.70 156 40.90 08/27/75 1.00 0.5 STA 7 OLD SAMPLE 13ALOCATIGON B
BWOO13B 71 19.70 156 40.90 08/28/75 1.00 2.0 23.0 STA 7 OLD SAMPLE 13 LOCATION B




|8 24

BWOO 14
BWOO 16A
BW0O 15
BUWOOD 16
BW0O 17
BWGO 18
BWOOD 19
BLIDO 19A
BW00290
BUWOO021
BW0022
BW0023
BW0024
BW0OO024A
BW0025
BW0026
BWOO026A
BW0027
BWO0028
BW0028A
BW0o029
BWOO030
BWOO31
BW0032
BWOO033
BW0O034
BW0035
BW0036
BW0037
BW0033
BW0039
BW0O040
BWOO0G 1
BW0042
BWO0O043
BW0OG79
BWOO080
BWOO3 1
BW0032
BWO083
BW0O084
BW0091
BW0092
BL0G93
BWGO94
BW0O095
BW101
BW102
BW103
BW104
BW105
BW106
BW107
BW107A
BW108
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19. 14
19.70
20.31
20.31
20.87

0 20.11

21.22
20.80
21.649
21.55
22.13
19.14
20.31
21.00
21.74
24.53
21.20
26.57
21.78
21.50
20.00
22.90
24.53
26.57
24.64
23.59
21.22
21.69
21.55
17.23
17.90
13.85
20.9¢
20.81
23.15
19.70
20.80
20.80
20.80
20.80
20.30
20.90
20.80
20.80
20.80
20.80
30.00
34.50
39.00
21.60
23.00
23.00
23.00
21.60
21.40

148
156
148
148
148
148
156
156
156
156
156
148
148
156
148
148
156
148
148
156
148
148
168
148
148
148
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156
156
155
155
156
155
155
154
156
156

19.35
60.90
20.02
20.02
23.95
26.05
32.17
35.20
26.19
21.08
21.74
19.35
20.02
42.20
20.84
22.29
32.20
23.647
27.53
26.20
22.06
21.65
22.29
23.47
25.96
27.26
32.17
26.19
21.08

48.48

66.30
63.37
35.22
35.17
29.264
40.90
35.20
35.20
35.20
35.20
35.20
35.20
35.20
35.20
35.20
35.20
6.00
35.00
4.00
21.00
56.00
26.00
56.00
21.00
27 .00

09708775
08727775
09708775
09708775
09/08775
09708775
09/11/75
08730775
09711775
09/711/75
09711/75
09712775
09712775
09702775
09712775
09712775
09705775
09712775
09713775
09705775
09713775
09713775
09713775
09713775
09/164/75
097164775
097177175
09717775
09717775
09723775
09723775
09723775
09,23/175
097237175
09725775
09716775
09716775
09717775
09716775
09716775
09716775
09720775
09720775
09720775
09720775
09721775
04705776
06705776
04705776
06705776
04707776
04707776
06707776
04709776
84/10/76

1.00 -0.8

1.00
1.00
2.30
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

0.00
0.00
0.00
1.00
1.00
1.00
1.00
1.00
1.00

1.00 -

1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
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BEAUFORT

PRUDHOE

STA 7 OLD SAMPLE

BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT

PRUDHOE
PRUDHOE
PRUDHOE
PRUDHOE

BAY ST53 WATER
16 LOCATION B
BAY ST55 WATER
BAY ST55 WATER
BAY ST51 WATER
BAY ST54 WNATER

BEAUFORT ELSON LAGOON STO01 WATER
STA 5B OLD SAMPLE 19 LOCATION B

BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT

ELSON LA
ELSON LA
ELSON LA
PRUDHOE
PRUDHOE

STA 7 OLD SAMPLE

BEAUFORT
BEAUFORT

PRUDHOE
PRUDHOE

STA 1 OLD SAMPLE

BEAUFORT
BEAUFORT

PRUDHOE
PRUDHOE

STA 2 OLD SAMPLE

BEAUFORT
BEAUFORT
BEAUFORY
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT

PRUDHOE
PRUDHOE
PRUDHOE
PRUDHOE
PRUDHOE
PRUDHOE
ELSON LA
ELSON LA
ELSON LA

CHUKCH1 BARROW ST
CHUKCH1 BARROW ST
CHUKCH1 BARROW ST

BEAUFORT

ELSON LA

CHUKCHt BARROW ST
CHUKCH1 BARROW ST
STA 7 OLD SAMPLE 79 LOCATION B
STA 5B OLD SAMPLE
STA 5B OLD SAMPLE
STA 5B OLD SAMPLE
STA 5B OLD SAMPLE
STA 5B OLD SAMPLE
STA 5A OLD SAMPLE
STA 5B OLD SAMPLE
STA 5B OLD SAMPLE
STA 5B OLD SAMPLE
STA 5B OLD SAMPLE

TIME1400
TIME1500
TIME1600
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
TIME1400
BEAUFORT

STA 13A
STA 14A
STA 15A
WATER EL
WATER BA
WATER BA
WATER BA
STA 3
WATER EL

GOON ST02 WATER
GOON ST03 WATER
GOON ST04 WATER
BAY ST53 WATER
BAY ST55 WATER
24 LOCATION B

BAY ST56 WATER
BAY ST70 WATER
26 LOCATION B

BAY ST71 WATER
BAY ST50 WATER
28 LOCATION B

BAY ST52 WATER
BAY ST57 MWATER
BAY ST70 WATER
BAY ST71 WATER
BAY ST72 WATER
BAY ST73 WATER
GOON STO1 WATER
GOON ST02 WATER
GOON ST03 WATER
09A ICE
09B ICE
09C ICE

GOON STO5A WATER

05B WATER
68 WATER

80 LOCATION
81 LOCATION
82 LOCATION
83 LOCATION
86 LOCATION
91 LOCATION
92 LOCATION
93 LOCATION
96 LOCATION
95 LOCATION

[-- B R--N--J- 2.4 J-- Q- J-

SON STA.03
RROW STA. 13
RROMW STA. 14
RROW STA.15

SON STA.02




BW109 71 21,60 156 21.00 04/10/76 1.00 -2.0 29.0 BEAUFORT WATER ELSON STA.03
BW110 71 8.00 146 30.00 06/164/76 1.00 -2.0 23.0 BEAUFORT WATER PRUDHOE STA.85
BW111 70 32.00 148 22.00 04712776 1.00 -1.5 28.0 BEAUFQORT WATER PRUDHOE STA.764
BW112 70 31.00 147 24.00 06712776 1.00 -2.0 28.0 BEAUFORT WATER PRUDHOE STA.8t
BW113 70 28.00 147 30.00 06/12/76 1.00 -1.5 29.0 BEAUFORT WATER PRUDHOE STA.80
BW114 70 47,00 147 0.00 064/14/76 1.00 -2.0 17.0 BEAUFORT WATER PRUDHOE STA.83
BW116 71 36.00 152 12,00 04/16/76 1.00 -2.0 24.0 BEAUFORT WATER PITT PT STA.24
BUW117 71 646.00 151 52.00 064/16/76 1.00 -2.0 20.5 BEAUFORT WATER PITT PT STA.23
BN118 71 26.00 152 22.00 04716776 1.00 -2.0 19.0 BEAUFORT WATER PITT PT STA.22
BW119 71 19.00 152 33.00 04716776 1.00 -2.0 19.8 BEAUFORT WATER PITT PT STA.21
BW120 71 8.00 152 55.00 04718776 1.00 -2.0 25.5 BEAUFORT WATER PITT PT STA.20
BW121 71 23.00 153 50.00 064/18/76 1.00 -2.0 28.0 BEAUFORT WATER BARROW STA.17
BW122 71 23.00 156 22.00 064/18/76 1.00 -2.0 29%.0 BEAUFORT WATER BARROW STA. 16
BW123 71 34.50 155 35.00 04/18/76 1.00 -1.5 28.0 BEAUFORT WATER BARROW STA. 16A
GBO101 59 18.60 152 23.48 10/164/75 91.00 9.3 30.8 GULF OF ALASKA ST10t1 SEDIMENT
GBo 121 56 643.64% 155 27.98 10/13/75 230.50 4.7 33.5 GULF OF ALASKA ST121 SEDIMENT
GBO 136 55 33.58 158 39.95 10/12/75 1564.00 GULF OF ALASKA ST134 SEDIMENT
GB0 137 56 55.03 157 58.54 10712775 99.00 7.7 31.9 GULF OF ALASKA ST137 SEDIMENT
GBO 146 564 49.50 161 11,77 10/11/75 75.00 7.8 31.7 GULF OF ALASKA ST146 SEDIMENT
GB0 148 564 23.69 160 49.24 10/11/75 169.70 5.5 32.5 GULF OF ALASKA ST148 SEDIMENT
GB201 03715776 GULF ALASKA SEDIMENT KODIAK BEACH
GB202 59 50.30 149 30.40 03/18/76 190.00 6.3 32.4 GULF ALASKA SEDIMENT STATION 01
GB203 59 24.60 149 64.20 03/18/76 183.00 6.6 32.8 GULF ALASKA SEDIMENT STATION 04
GB204 58 58.80 148 39.50 03/18/76 217.00 5.0 33.8 GULF ALASKA SEDIMENT STATION 07
GB206 59 17.20 147 15.60 03/19/76 251.80 5.3 33.8 GULF ALASKA SEDIMENT STATION 59
GB207 59 45.50 146 31.00 03/20/76 70.50 4.3 32.3 GULF ALASKA SEDIMENT STATION 57
N GB210 59 23.30 146 564.50 03/21/76 302.30 4.9 32.5 GULF ALASKA SEDIMENT STATION 53A
KN GB211 59 32.50 147 0.60 03/21/76 308.60 5.1 32.7 GULF ALASKA SEDIMENT STATION 53B
) GB212 60 3.80 145 2.00 03/21/76 45.80 3.7 31.9 GULF ALASKA SEDIMENT STATION 52
GB213 59 67.00 145 10.20 03722776 158.10 4.6 32.3 GULF ALASKA SEDIMENT STATION 50
GB214 59 54.30 143 52.30 03722776 75.90 4.4 32.1 GULF ALASKA SEDIMENT STATION 42
GB216 59 16.70 142 56.90 03/23/76 2282.00 2.1 364.6 GULF ALASKA SEDIMENT STATION 37
GB217 59 45.90 1642 64.00 03/23/76 127.80 4.8 32.2 GULF ALASKA SEDIMENT STATION 41
GB218 59 64.20 141 29.00 03726776 40.30 6.2 31.9 GULF ALASKA SEDIMENT STATION 30
GB219 59 27.10 141 68.50 03/24/76 174.90 5.8 33.2 GULF ALASKA SEDIMENT STATION 32
GB220 03725776 GULF ALASKA SEDIMENT NYAKITAT BEACH
GB223 59 26.70 1640 19.00 03/25/76 226 40 5.8 33.1 GULF ALASKA SEDIMENT STATION 238
GB224 59 13.40 1640 29.60 03726776 126.00 5.6 32.8 GULF ALASKA SEDIMENT STATION 27
GB225 03726776 GULF ALASKA SEDIMENT HILDENBACH BCH
-GB226 03726776 GULF ALASKA SEDIMENT PRINCEWILL BCH
GWo 101 59 18.60 152 23.48 10/14/75 2.00 9.t 30.8 GULF OF ALASKA ST101 WATER
GWo 102 59 10.10 152 6.45 10/14/75 2.00 9.2 29.5 GULF OF ALASKA ST102 WATER
GWo 103 59 0.55 151 48.15 10/14/75 2.00 9.3 28.7 GULF OF ALASKA ST103 WATER
GW0 104 58 50.00 151 26.15 10/15/75 2.00 8.4 32.0 GULF OF ALASKA ST104 WATER
GWOo 105 58 40.11 151 7.32 10715775 2.00 8.4 32.0 GULF OF ALASKA ST105 WATER
GW0 106 58 28.74 150 69.28 10/15/75 2.00 7.7 GULF OF ALASKA ST106 WATER
GWo119 57 6.01 156 0.58 10/164/75 2.0 8.6 29.6 GULF OF ALASKA ST119 WATER
GWY 124 56 7.01 156 39.93 10713775 2.00 8.3 31.8 GULF OF ALASKA ST7124 WATER
GWO133 55 44.82 158 649.33 10/12/75 2.00 8.8 30.8 GULF OF ALASKA ST133 WATER
GWOo 137 54 55.03 157 583.56¢ 10/12/75 2.00 8.6 31.3 GULF OF ALASKA ST137 WATER
GWO 145 55 1.00 161 19.80 10/11/75 2.00 8.0 31.4 GULF OF ALASKA ST145 WATER
Gl 148 54 23.69 160 69.2¢ 10/11/75 2.00 7.8 31.9 GULF OF ALASKA ST148 WATER
GWE 156 56 29.00 165 11.40 10/10/75 2.00 6.4 31.7 GULF OF ALASKA ST156 WATER
GW0 159 53 51.98 164 33.7%1 10710775 2.00 7.5 31.9 GULF OF ALASKA ST159 WATER
GW201 03715776 0.00 2.0 31.4 GULF ALASKA WATER KODIAK BEACH
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GW2 16
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GW216
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GW221
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GW223
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GW225
G226
GW227
BB201
BB203
BB204
BB205
BB206
BB207
BB208
BB212
BB214
BB215
BB216
BB217
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BW201
BW202
BW203
BW204
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50.30
26.60
58.80
38.30
17.20
45.50

4.70

23.30
32.50

3.80
67.00
54.30
38.10
16.70
45.90
44.20
27.10
44.70
33.20
34.50
26.70
18.40
20.30
20.60
21.640
36.00
32.00
39.00
57.00
57.00

8.00
43.00
22.00
19.00

8.00
23.00
36.00
21.00
21.00
36.00
36.00
32.00
39.00
57.00
57.00

3.00
43.00
43.00
33.00
33.00
22.00
22.00
19.00

38.00

149
149
148
147
147
146
146

146
147
145
145
163
1644
142
142
141
161
140
139
140
140
140
146
146
146
148
147
147
149
1649
151
151

152

152
152
154
155
156
156
148
148
147
147
149
149
151
151
151
152
152
152
152
152
152

30.40

4.20
39.5¢
48.00
15.60
31.00
44.40

54.50
0.60
2.00

10.290

52.30
2.00

56.90

464.00

29.00

48.50
7.50

48.30
6.60

19.00

29.60

38.40

38.50

37.40

12.00

33.00

37.00

33.00

33.00

19.00

47.00

20.00

32.00

57.00

21.00

32.00

32.00

26.00

12.00

12.00

33.00

37.00

33.00

33.00

19.00

47.00

67.00
3.00
3.00

20.00

20.00

32.00

57.00

03718776
03718776
03718776
03718776
03719776
03720776
03719776
03720776
03721776
03721776
03721776
03722776
03722776
03722776
03723776
03723776
03726776
037264776
03725776
03725776
03725776
03725776
03726776
03726776
03726776
03726776
08724776
08725776
08726776
08727776
08727776
08728776
08729776
08730776
08731776
869/01776
09702776
09702776
09708776
89708776
08723776
08724776
087257176
08726776
08727776
08727776
68728776
08729776
08729776
08730776
08730776
08730776
08730776
08731776
03701776

2.00
2.00
0.00
0.00
0.00
16.00
25.00
25.00
30.00
30.00
36.00

1700.00

74.00
52.00
40.00
22.00

171.00

2.00
2.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
15.00
1.00
15.00
1.00
15.00
1.00
1.00
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GULF ALASKA WATER STATION 01
GULF ALASKA WATER STATION 04
GULF ALASKA WATER STATION 07

TIME2145

STA 63

GULF ALASKA WATER STATION 59
GULF ALASKA WATER STATION 57

TIME1940

STA 55

GULF ALASKA WATER SEWARD BEACH
GULF ALASKA WATER STATION 53A
GULF ALASKA WATER STATION 53B
GULF ALASKA WATER STATION 52
GULF ALASKA WATER STATION 50
GULF ALASKA WATER STATION 42

TIME1130

STA 44

GULF ALASKA WATER STATION 37
GULF ALASKA WATER STATION 41
GULF ALASKA WATER STATION 30
GULF ALASKA WATER STATION 32
GULF ALASKA WATER N YAKITAT BEACH
GULF ALASKA WATER S YAKITAT BEACH
GULF ALASKA WATER STATION 29
GULF ALASKA WATER STATION 28
GULF ALASKA WATER STATION 27
GULF ALASKA WATER HILDENBACH BEACH
GL.F ALASKA WATER PRINCE WILLBEACH
GULF ALASKA WATER PRINCE WILLBEACH

BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT
BEAUFORT

BEAUFORT.

BEAUFORT
BEAUFORT
BEAUFGRT
BEAUFORT
BEAUFORT
BEAUFGORT

PRUDHOE BAY SEDIMENT STA 7
PRUDHOE BAY SEDIMENT STA 8
PRUDHOE BAY SEDIMENT STA 8
COLVILLE R. SEDIMENT STA 4
COLVILLE R. SEDIMENT STA 4
COLVILLE R. SEDIMENT STA 3
PITT PT. SEDIMENT STA 24
PITT PT. SEDIMENT STA 22
PITT PT. SEDIMENT STA 21
PITT PT..SEDIMENT STA 20
PT. BARROW SEDIMENT STA 16
PT. BARROW SEDIMENT STA 15
ELSON LAGOONSEDIMENT STA 01

ELSON LAGOONSEDIMENT STA 02

PRUDHOE BAY WATER STA74

PRUDHOE BAY WATER STA74

PRUDHOE BAY WATER STA30

PRUDHOE BAY WATER STA8t

COLVILLE R. WATER STA41

COLVILLE R. WATER STA41

COLVILLE R. WATER STA31

PITT PT. WATER STA24

PITT PT. 15 WATER STA24

PITT PT. WATER STA23

PITT PT. 15 WATER STA23

PITT PT. WATER STA22

PITT PT. 15 WATER STA22

PITT PT. WATER STA21

PITT PT. WATER STA20



BW216 71 23.00 1564 21.00 09/02/76 1.00 1.2 17.4 BEAUFORT PT. BARROW WATER STA16
BW217 71 36.00 155 32.00 09/02/76 1.00 0.1 8.3 BEAUFORT PT. BARROW WATER STA15A
BW213 71 36.00 155 32.00 09/02/76 15.00 -0.7 28.5 BEAUFORT PT. BARROWISWATER STA15A
BW219 71 21.00 156 32.00 09/08/76 1.00 2.0 24.5 BEAUFORT ELSON LAGOONWATER STAO!
BW220 71 21.00 156 26.00 09/08/76 1.00 2.0 25.5 BEAUFORT ELSON LAGOONWATER STAO2
GB301 59 6.00 152 47.00 10718776 143.00 8.5 COOK INLET SEDIMENT STA.205
GB303 59 20.00 152 646.006 10/19/76 73.00 16.0 27.0 COOK INLET SEDIMENT STA.215
GB304 59 33.00 153 24.00 10/20/76 28.00 8.4 26.0 CO0K INLET SEDIMENT STA.212
GB303 59 44.00 153 21.00 10720776 0.00 6.5 COOK INLET SEDIMENT STA. M BEACH
GB311t 59 15.00 153 40.00 10/21/76 31.00 9.1t 23.2 COOK INLET SEDIMENT STA.204LO0W TIDE
GB312 59 38.00 152 33.00 10/22/76 75.00 10.0 26.0 COOK INLET SEDIMENT STA.225
GB313 59 42.00 151 9.00 10/22/76 28.00 9.3 26.0 COOK INLET SEDIMENT STA.229
GB318 59 34.00 151 46.00 10/22/76 83.00 9.5 28.¢ COOK INLEY SEDIMENT STA.227
GB319 59 33.00 152 9.00 10/23/76 45.00 9.5 28.0 COOK INLET SEDIMENT STA.226
Gngg 10776 COOK INLET SEDIMENT STA.245
GB
GB325 59 50.00 153 16.00 10/264/76 0.00 6.0 COOK INLET SEDIMENT STA. L BEACH
GB327 59 21.00 153 15.00 10/25/76 §44.00 9.0 26.0 COOK INLET SEDIMENT STA.214
GB328 59 10.20 153 8.50 10/25/76 84.00 9.0 27.0 TIMEB130 STA 206
GB329 59 15.00 153 40.00 10/25/76 34.00 9.8 26.5 COOK INLET SEDIMENT STA.206HIGH TIDE
68332 58 59.70 152 52.80 10/27/76 170.00 7.0 22.5 TIME2200 STA 207
GB33
GB335 58 46.00 151 10.00 10/28/76 120.00 7.5 28.0 COOK INLET SEDIMENT STA.105
GW30 1 59 6.00 152 47.00 10/18/76 1.60 9.0 27.5 COOK INLEY WATER STA.205
GW302 59 20.00 152 12.080 10/19/76 1.00 9.5 27.0 COOK INLET WATER STA.216
GW303 59 20.00 152 44.00 10/19/76 1.00 9.5 27.0 COOX INLET WATER STA.215

Q) GW304 59 33.00 153 24.00 10/20/76 1.00 8.4 25.0 COOK INLET WATER STA.212

N GW305 59 38.80 153 25.00 10/20/76 1.00 8.0 23.3 TIME1130 STA R

o GW306 59 38.80 153 25.00 10/20/76 t.60 8.0 23.3 TIME1130 STA R
GW307 59 46.20 153 21.50 10720776 1.00 5.5 22.5 TIME1245 STA M
GW303 59 464.00 153 21.00 10720776 06.00 6.5 22.0 COOK INLET WATER STA. M BEACH
GW309 59 22.00 153 59.00 10/21/76 0.00 12.0 21%1.0 COOK INLET WATER STA. I BEACH ON
GW310 59 22.00 153 59.00 10/21/76 0.00 2.0 20.5 COOK INLET WATER STA. I BEACH OFF
GW31t 59 15.00 153 40.00 10/21/76 1.00 5.5 28.0 COOK INLET WATER STA.204LOW TIDE
GW312 59 38.00 152 33.00 10722776 1.00 9.5 26.2 COOK INLET WATER STA.225
GW313 59 42.00 151 9.00 10/22/76 1.60 8.5 24.0 COOK INLET WATER STA.229
GW3 16 59 34.70 151 1110 10722776 1.00 10.0 25.0 TIME1000 STA J
GW3 15 59 35.00 151 11,00 10/22/76 0.60 9.5 26.0 COOK INLET WATER STA. J BEACH
GW3 16 59 36.40 151 264.00 10/22/76 1.00 12.0 24.0 TIME1130 STA K
GW317 59 36.00 151 25.00 10722776 0.00 12.0 23.0 COOK INLET WATER STA. K BEACH
GW3 18 59 34.00 151 46.00 10/22/76 1.00 9.5 27.0 COOK INLET WATER STA.227
GW319 59 33.00 152 9.00 10/23/76 1.00 9.5 27.0 COOK INLET WATER STA.226
GW320 60 0.00 152 10.00 10/23/76 1.0 9.0 26.0 COOK INLET WATER STA.245
GW321 60 2.30 151 45.90 10/23/76 1.00 9.0 20.5 TIME1245 STA 266
GW322 60 40.00 151 26.00 10/264/76 1.00 8.5 21.¢0 COOK INLET WATER STA.266
GW323 60 31.00 151 50.00 10/264/76 1.00 9.0 19.5 COOK INLET WATER STA.265
GW324 59 50.30 153 15.00 10/264/76 1.00 6.5 16.3 TIME1420 STA L
GW325 59 50.00 153 16.00 10/24/76 0.00 6.0 17.0 COOK INLET WATER STA. L BEACH
GW326 59 50.40 152 59.50 10/24/76 1.00 8.0 23.0 TIME1524 STA Q
GW327 59 21.00 153 15.00 10/25/7¢6 1.00 9.0 26.0 COOK INLET WATER STA.214
GW323 59 10.20 153 8.50 10/25/76 1.00 9.0 27.5 TIMEO130 STA 206
GW329 59 15.00 153 40.00 10/25/76 1.00 9.5 25.0 COOK INLET WATER STA.204HIGH TIDE
GW330 59 20.80 152 43.70 10/25/76 1.00 9.5 28.0 TIME1000 STA 215
GW33t 58 15.90 156 16.40 10/26/76 1.00 2.6 18.0 TIME1530 STA P
GW332 58 15.90 156 16.40 10/26/76 1.00 -1.5 18.0 TIME1530 STA P




Sve

GW333
GW334
GW335
GW336
GW337
NBGO2
NBOO3
NBOO4
NBOO7
NBO16
NBO21
NB024
NBO27
NBO31
NBO36
NBG4O
NBO45
NB047
NBO49
NB101
NB103
NB107
NB111
NB113
NB115
NB117
NB119
NB124
NB 126
NB127
NB 128
NB 129
NB130
NB131
NB132
NB133
NB134
NB135
NB137
NB 138
NB139
NB 140
NB14 1
NB163
NB145
NB 147
NB 149
NB151
NB152
NB153
NB154
NB156
NB 157
NB158
NB161

59.70

2.70
46.00
50.20
55.30
11.20
59.80
48.40
39.20
11,60
12.10
28.00
25.50
20.30
40.00
40.30
23.00
59.90
20.10
12.10
12.00

6.60
164,10
19.70
19.90
19.90
20.00
26.80
59.60
50.30

20.20

0.30
19.20
39.90
40.10
14.70
11.00

0.20
60.30

8.00

3.20
20.20
40.00
19.90
39.80
20.00

0.10
59.50

39.70
0.2¢0
40.20

152
151
151
151
152
161
162
161
163
165
165
166
166
166
167
167
168
168
169
166
165
165
165
165
165
165
165
165
166
165

165
163
162
161
161
163
163
164
163

163
164
164
165
165
165
167

169
168

165
165
168

52.80
58.70
10.00
21.30
0.10
25.70
0.60
23.00
14.60
1.70
30.50
6.10
26.90
6.30
1.80
1.80

29.00.

0.90

0.30
27.70
59.70
30.40
16.60

1.00
23.20
42.40
59.80
61,70
58.50
41.70

12.40
4.00
0.50

17.80

58.90
6.10
1.70
6.10

59.10

16.00
0.00
1.30
0.50

11.60

40.10
1.50

0.90
1.30

59.10
59.70
0.80

10727776
10,28776
10728776
10728776
10/28776
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
67779
0779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779
07779

07779
07779
07779
07779
07779
07779
07779

07779
07779
07779
07779
07779
07,79

1.00
1.00
1.00
1.00
1.00
18.00
20.00

16.50
17.00
20.00

27.00

26.00

24.00
40.00
26.00
19.00
19.00
18.00
31.08
26.00
22.00
21.00
26.00
18.00
20.00
27.00
15.00
20.00
17.00
12.80
13.00
20.00

-264.00

17.00
13.00

2.00
22.00
17.00

1.00
13.00
26.00

35.00
36.00

26.00
22.00
38.00
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23.7
24.0
25.5
27.5
27.5
21.2
31.2

26 .1

TIME2200 STA 207
TIMEO230 STA 106
COOK INLET WATER
TIME1030 STA
TIME1030 STA

NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON

NORTON
NORTON
NORTON
NORTON
NORTON
NORTON
NORTON

NORTON
NORTON
NORTON
NORTOH
NORTON
NORTON

SOUND
SOUND
SOUND
SOUND
SOUND
SOUHD
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOQUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND

SOUND
SOUND
SOUND
SOUND
SOUND
SOUND
SOUND

SOUND
SOUND
SOUND
SOUND
SOUND
SOUND

0

0

STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA

STA
STA
STA
STA
STA
STA
STA

STA
STA
STA
STA
STA
STA

STA.105

02
03
04
07
16
21
264
27
31
36
49

15

SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT

A29 SEDIMENT
29B SEDIMENT

13
08
ot
05
06
09
9A
11
12

S7

SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT

SEDIMENT

10A SEDIMENT

10
14

SEDIMENT
SEDIMENT

S13 SEDIMENT
A32 SEDIMENT

34

43
43
38
30
29
41

SEDIMENT

SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT
SEDIMENT




NB162 66 39.60 168 59.80 07/79 46.00 5.0 32.1 NORTON SOUND STA 50 SEDIMENT
NB163 66 20.00 167 59.60 07779 36.00 5.1 31.8 NORTON SOUND STA 42 SEDIMENT
NWA29 63 50.30 165 41.70 07/79 NORTON SOURD STA A29 WATER
NWB29 63 66.10 166 7.20 07779 NORTON SOUND STA B29 WATER
NWO002 64 11,20 161 25.70 07779 1.50 11,1 19.3 NORTON SOUND STA 02 WATER
NWOO03 63 59.80 162 0.60 07/79 1.30 10.8 23.1 NORTON SOUND STA 03 WATER
NWOO04 63 68.40 161 23.00 07/79 1.30 11.2 22.2 NORTON SOUND STA 06 WATER
NWoo07 63 39.20 163 14.60 07/79 1.00 10.64 21.0 NORTON SOUND STA 07 WATER
NWo13 63 20.20 165 12.40 07/79 1.40 8.6 29.¢ NORTON SOUND STA 13 WATER
NWO047 62 59.90 168 0.%0 107/79 2.00 6.3 31.6 NORTON SOUND STA 47 WATER
NWo49 64 20.10 169 0.30 07/79 1.10 4.6 31.6 NORTON SOUND STA 69 WATER
NW101 66 12.10 166 27.70 07779 1.00 6.9 30.0 NORTON SOUND STA 28 WATER
NW1g2
NW103 64 12.00 165 59.70 07/79 1.80 7.8 29.4 NORTON SOUND STA 26 WATER
NWigs
NW105 64 12.10 165 31.00 07779 1.90 8.2 28.7 NORTON SOUND STA 21 WATER
NW106 664 16.10 165 45.70 07779 18.00 7.2 29.6 NORTON SOUND STA Z21 BOTTOM WATER
NW107 64 7.10 165 30.00 07/79 2.30 7.2 29.7 NORTON SOUND STA 20 WATER
NW108
NW109 66 11.60 165 1.70 07/79 1.00 8.9 27.9 NORTON SOUND STA 16 WATER
NWt10
nﬁi:' 64 16.10 165 16.60 07/79 1.00 8.8 28.0 NORTON SOUND STA 19 WATER
112

NWi13 66 19.70 165 1.00 07/79 1.00 13.4 NORTON SOUND STA 17 WATER
NWti14
Nﬁ:lS 64 20.20 165 21.70 07/79 1.10 10.6 27.4 NORTON SOUND STA 18 WATER
HW116

Eﬁ NW117 64 19.90 165 642.40 07779 2.76 9.0 28.1 NORTON SOUND STA 22 WATER
NW118

@ NW119 64 20.00 165 59.80 07/79 1.00 8.8 28.0 NORTONR SOUND STA 25 WATER
NW120 .
NW121 64 25.50 166 26.90 07/79 1.50 9.4 28.5 NORTON SOUND STA 27 WATER
NW122 64 28.00 166 6.10 07/79 1.90 10. 28.3 NORTON SOUND STA 24 WATER
NW123
NW124 64 26.80 165 61.70 07/79 1.20 10.6 21.4 NORTON SOUND STA 23 WATER
NW125 07779 NORTON SOUND STA 23 WATER
NW129 07779 NORTON SOUND STA 13 WATER
NW130 64 0.30 163 64.00 07/79 1.40 11.7 23.4 NORTON SOUND STA 08 WATER
NW131 66 19.20 162 1.30 07/79 1.20 t1.1 20.7 NORTON SOUND STA 0t WATER
NW132 63 39.90 161 17.80 07/79 1.70 111 NORTON SOUND STA 05 WATER
NW133 63 40.10 161 58.90 07/79 1.20 10.4 24.6 NORTON SOUND STA 06 WATER
NW 134 64 14.70 163 6.10 07/79 1.10 11.6 22.8 NORTON SOUND STA 09 WATER
NW135 66 11.00 163 1.70 07/79 1.50 11.6 22.1 NORTON SOUND STA A9 WATER
NW136
NW137 64 0.20 164 0.10 07/79 1.30 11,0 26.1 NORTON SOUND STA 11 WATER
NW138 63 40.30 163 59.10 07/79 1.10 9.9 26.8 NORTON SOUND STA 12 WATER
NW139 .
NW140 63 8.00 163 16.00 07/79 1.00 10.6 20.0 NORTON SOUND STA S7 WATER
NW161 64 8.20 164 0.00 07/79 1.30 11.9 23.4 NORTON SOUND STA A10 WATER
NW142
NW143 66 20.20 166 1.30 07,79 1.00 11.6 23.3 NORTON SOUND STA 10 WATER
NW 1644 63 59.60 164 53.50 07/79 1.00 9.1 28.6 NORTON SOUND STA 15 WATER
NW 145 63 40.00 165 0.50 07/79 1.10 9.3 28.7 NORTON SOUND STA 14 WATER
NW 166 63 20.30 166 0.30 07/79 1.00 7.5 30.7 NORTON SOUND STA 31 WATER
NW147 63 7.20 164 46.50 07779 1.70 9.6 27.8 NORTON SOUND STA S13 WATER




Lyc

NW143
NW149
NW 150
NW151
NW 152
NW153
NW154
NW 155
NW 156
NW157
NW158
NW159
NW160
NW161
NW162
NW163
NW164
NW 165
NZS13
NZ024
GB40 1
GB4 10
GB4 11
GB412
GB420
GB421
GB425
GB6428
GB429
GB430
GB431
GB432
GB434
GB435
GB436
GB437
GB438
GB640
GB6442
GBG444
GB445
GWG0 Y
GW402
GW403
GW404
GW405
G406
GW&07
GWG08
GW409
GW4 10
GW4 11
GUW6 12
GWG 13
GWG 14

39.80
23.00
20.00

0.10
59.50
40.00

39.70
0.20

60.30
40.20
39.60
20.00

7.20
28.00
39.00

9.50
12.70
13.70
33.50
36.10
37.60
33.50
31.40
30.00
18.20
164.20
32.640
21.90
33.40

6.30
53.00
50.00
28.60

2.00
39.00
41.20
34.30

9.60

6.80
10.78
10.70

9.30

9.30

9.50
12.70

13.70

13.70

165
1638
167

169
168
167

165
165

167
168
168
167

166
166
152
152
152
152
151
151
151
152
152
153
153
153
153
152
153

152
152
151
153
153
152
151
151
152
152
152
152
152
152
152
152
152
152

40.10
29.00
1.5¢0

0.90
1.30
1.890

59.10
59.70

1.80
0.80
59.80
59.60

46.50
26.90
31.00
25.00
36.50
46.80
36.40
25.00
18.00
18.70
41.50
13.20
14.30
39.7¢0
21.80
48.70
24.50

43.10
54.00
20.00
10.00
29.00
31.00
25.00
51.40
15.00
14.00
36.00
36.00
38.00
38.00
25.00
36.50
46 .80
46 .80

07779
07779
07779

07779
07779
87779

07779
87779

07779
07779
07779
07779

07779
07779
87779

04706777
064707777

06709777
06709777
06709777
064710777
04710777

04710777

04711777
04711777

06712777
06713777
04714777
04/16/77
06716777
04703777
06705777
04705777
04706777
064706777
064706777
06706777
04706777
04706777
04706777
06707777
06707777
04707777
06s 777

1.20
1.60
2.20

2.40
2.90
3.90

2.30
2.50

1.00
1.70
1.00
1.50

22.00

0.00
39.00

3.00

0.00
89.00

3.00
67.00
60.00
39.00
33.00
49.00
36.00
27.00
76.00
22.00

148.00
172.00
118.00
168.00
95.00
0.00
1.00
1.00
56.00
1.00
1.00
0.00
0.00
0.00
0.00
1.00
0.00
0.00
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32.1
32.6

32.¢0
16.5
21.0
27 .4
30.2
26.0
24.5
26.0
25.0
25.0
30.2
15.0
22.0
23.0

NORTON SOUND STA A32 WATER

NORTON SOUND STA 45
NORTON SOUND STA 34

NORTON SOUND STA 48
NORTON SOUND STA 43
NORTON SOUND STA 36

NORTON SOUND STA 30
NORTON SOUND STA 29

NORTON SOUND STA 40
NORTON SOUND STA 41
NORTON SOUND STA 50
NORTON SOUND STA 42

NORTON SOUND STA 28

WATER
WATER

WATER
WATER
WATER

WATER
WATER

WATER
WATER
WATER
WATER

WATER

NORTON SOUND STA 513 BOTTOM WATER

NORTON SOUND STA 13
SEDIMENT STA.D

COOK INLET SEDIMENT
COOK INLET SEDIMENT
SEDIMENT STA.V

COOK INLET SEDIMENT
COOK INLET SEDIMENT
COOK INLET SEDIMENT
COOK INLET SEDIMENT
COOK INLET SEDIMENT
SEDIMENT STA.213
COOK INLET SEDIMENT
SEDIMENT STA.204
COOK INLET SEDIMENT
COOK INLET SEDIMENT
SEDIMENT STA.212
SEDIMENT STA. 208
COOK INLET SEDIMENT
CO0K INLET SEDIMENT
COOK INLET SEDIMENT
COOK INLET SEDIMENT
COOK INLET SEDIMENT
TIME1400 STA D

BOTTOM WATER

STA.2642
STA.U OFF

STA.227
STA.K

STA.229
STA.226
STA.225

STA.214

STA.212
STA.215

STA.205
STA.395
STA.105
STA.388
STA.378

COOK INLET WATER STA.266
COOK INLET WATER S5TA.265

TIMEO700 STA 244

COOK INLET WATER STA.245
COOK INLET WATER STA.S OFF
COOK INLET WATER STA.S

TIME1500 STA T
TIME1500 STA T
TIME1315 STA 242

COOK INLET WATER STA.U OFF

TIME1412 STA V
TIME1410 STA V
TIME STA




GW4 15 60 9.50 152 25.00 064/07/77 t.00 2.3 30.1 COOK INLET WATER STA.242
GW& 16 60 9.50 152 25.00 064/067/77 33.00 2.3 30.1 TIME1905 STA 242
GW417 60 3.00 151 46.20 04/08/77 1.60 2.5 25.5 COOK INLET WATER STA.246
GW4 18 59 640.30 152 38.60 064709777 40.00 2.8 30.6 TIME1325 STA 235
G419 59 640.90 151 16 .10 06/10/77 483.00 6.1 31.4 TIME0340 STA 236
GW420 59 33.50 151 36.40 064/09/77 1.00 4.4 31.4 COOK INLET WATER STA.227
GWé2 1 59 36.10 151 25.00 064/09/77 1.00 5.3 25.3 COOK INLET WATER STA.K OFF
G422 59 36.10 151 25.00 04/10/77 0.00 5.0 26.0 TIMEO950 STA K
G423 59 35.30 151 10.70 04/10/77 0.00 4.6 26.8 TIME1050 STA J
GW424 59 35.30 151 10.70 04/10/77 0.00 5.0 25.0 TIME1115 STA J
GW425 59 37.60 151 18.00 06/09/77 1.00 4.2 31.3 COOK INLET WATER STA.229
G426 59 18.20 152 14,10 06/106/77 1.00 5.0 31.5 COOK INLET WATER STA.216
GW427 59 27.00 152 23.20 04/13/77 74.00 6.6 31.5 TIMEG3 15 STA 217
GWa28 59 33.50 152 18.70 064/10/77 1.00 4.7 31.5 COOK INLET WATER STA.226
G429 59 31.40 152 41.50 064/10/77 1.00 3.7 31.3 COOK INLET WATER STA.225
GW430 59 30.00 153 13.20 04/11/77 33.00 3.1 31.0 TIME1200 STA 213
GWa31 59 18.20 153 164,30 04/10/77 1.00 3.3 31.1 COOK INLET WATER STA.214
Gl432 59 14.20 153 39.70 04/10/77 1.00 2.7 30.8 COO0K INLET WATER STA.204
GW433 59 9.80 153 8.20 064/10/77 1.00 6.9 31.5 COOK INLET WATER STA.206
G434 59 32.40 153 21.80 04714777 1.00 2.3 30.6 COOK INLET WATER STA.212
GWG35 59 21.90 152 48.70. 04/11/77 1.00 3.4 31,2 COOK INLET WATER STA.215
Glle36 59 33.40 153 264.50 064/12/77 22.00 2.4 30.7 TIME1100 STA 212
GW437 59 164.70 152 45.50 064/12/77 1064.00 4.9 31.6 TIME14645 STA 208
GWG38 59 6.30 152 43.10 06712777 1.00 5.0 31.6 COOK INLET WATER STA.205
GWG39 58 59.90 152 52.00 06,/12/77 1.00 4.8 31.7 COOK INLET WATER STA.207
GWa4o 58 53.00 152 56.00 064/13/77 1.00 4.6 26.5 COOK INLET WATER STA.395
N GWé61 59 0.40 152 0.00 04713777 1.00 4.7 31.5 COOK INLET WATER STA. 106
S~ GWa42 58 50.00 151 20.00 04/14/77 1.60 4.6 27.8 COOK INLET WATER STA.105
(o) GWG43 58 48.80 152 11,90 064/12/77 122.00 4.7 31.7 TIME20645 STA 398
GWa4 4 58 28.60 153 10.00 04/164/77 1.00 4.7 24.4 COOK INLET WATER STA.3838
GW445 58 2.00 153 29.00 064/14/77 1.00 4.5 26.3 COOK INLET WATER STA.378
GB501 57 47.20 151 48.80 11777 75.00 7.1 32.2 COOK INLET SEDIMENT S57.429
GB502 58 4.80 151 62,00 11777 166.00 6.0 32.9 COOK INLET SEDIMENT S5T7.418
GB503 58 19.00 151 25.70 11/04/77 75.00 TIMEOO10 STA407
GB506 59 36.50 151 25.50 11/77 1.50 3.5 29.0 COOK INLET SEDIMENT ST. K BEACH
GB507 58 39.50 153 23.50 75.00 7.4 31.4 COOK INLET SEDIMENT ST 380
GB508 58 17.20 154 2.30 111777 128.00 7.3 32.3 COOK INLET SEDIMENT ST.370
GB509 57 57.00 156 41,30 225.00 5.4 33.1 COOK INLET SEDIMENT ST 360
GB510 57 31.40 155 32.80 11777 185.00 5.9 32.9 COOK INLET SEDIMENT ST.350
GB511 57 27.50 155 14,50 11777 234.00 5.0 33.5 COOK INLET SEDIMENT ST.354
GB512 57 18.40 156 57.00 11/77 175.00 5.4 33.1 COOK INLET SEDIMENT ST.358
GB513 57 50.10 156 25.00 11777 211,00 5.0 33.4 COOK INLET SEDIMENT ST.364
GB514 58 1.60 153 29.00 11/77 85.00 7.0 32.3 COOK INLET SEDIMENT ST.378
GB515 58 10.80 153 45.00 11/77 189.00 5.5 33.1 COOK INLET SEDIMENT ST.374
GB516 58 27.00 152 57.50 214,00 5.8 32.9 COOK INLET SEDIMENT ST 388
GB517 58 33.640 153 14.30 178.00 6.4 32.7 COOK INLET SEDIMENT ST 3864
GB518 58 62.40 152 59.70 11777 99.00 6.6 32.5 COOK INLET SEDIMENT ST7.394
GB519 58 53.30 153 11.50 163.00 6.7 32.6 COOK INLET SEDIMENT ST 390
GB520 58 53.30 152 54.00 11/77 159.00 6.1 32.8 COOK INLET SEDIMENT ST.395
GB523 59 32.50 153 21.20 11/77 17.00 5.7 30.1 COOK INLET SEDIMENT ST.212
GB524 59 26.10 153 37.30 11777 16.00 5.6 30.3 COOK INLET SEDIMENT ST.211%
GB525 59 29.40 153 12.70 37.00 6.0 29.9 COOK INLET SEDIMENT ST 213
GB526 59 17.80 153 14.00 50.00 6.6 30.5 COOK INLET SEDIMENT ST 214
GB527 59 6.20 153 29.10 44.00 5.5 30.5 COOK INLET SEDIMENT ST 203

GB528 11777 COOK INLET SEDIMENT ST7.201




GB529 59 14.30 153 38.50 11777 33.00 COOK INLET SEDIMENT S5T.204

GB532 58 59.80 152 52.90 167.00 6.4 32.7 COOK INLET SEDIMENT ST 207
GB536 59 33.30 152 18.60 11/11/77 49.00 TIME1430 STA226
GB5338 59 33.50 151 36.10 11/77 75.00 7.6 31.1 COOK INLET SEDIMENT ST.227
GB545 59 42.10 152 38.00 36.00 6.1 30.1 COOK INLET SEDIMENT ST 235
GB549 60 12.80 152 36.10 11/77 3.00 2.0 27.0 COOK INLET SEDIMENT ST. U BEACH
GB550 60 13.70 152 45.70 11/77 1.50 2.0 28.0 COOK INLET SEDIMENT ST. V BEACH
GB552 60 9.00 152 25.50 11/77 31.00 5.4 29.4 COOK INLET SEDIMENT S57.242
GB554 59 50.40 152 56.50 26.00 COOK INLET SEDIMENT ST 233
GB557 59 640.40 151 14.30 11/77 16.00 5.6 30.8 COOK INLET SEDIMENT ST.229A
GB558 59 37.50 151 17.80 t1/77 72.00 7.0 3t.1 COO0K INLET SEDIMENT ST.229
GW501 57 647.20 151 58.80 11,77 1.00 7.1 31.7 COOK INLET WATER ST7.429
GW502 58 46.80 151 642,00 11/77 1.00 6.4 32.0 COOK INLET WATER ST.418
GW503 58 17.50 151 25.80 11777 1.00 6.4 32.2 COOK INLET WATER ST.417
GW504 58 48.90 152 11,60 11/77 1.00 7.0 32.0 COOK INLET WATER S57.398
GW505 59 35.50 151 10.50 11/77 1.00 7.5 29.0 COOK INLET WATER ST. J BEACH
GW506 59 36.50 151 25.50 1.00 3.5 29.0 COOK INLET WATER ST K BEACH
GUW507 58 39.50 153 23.50 1.00 4.8 29.9 COOK INLET WATER ST 380
GUW508 58 17.20 154 2.30 1.00 5.2 30.2 COOK INLET WATER ST 370
GW509 57 57.00 154 41.30 11/77 1.00 7.0 30.7 COOK INLET WATER ST.360
GW510 57 31.40 155 32.80 11777 1.00 6.7 30.5 COOK INLET WATER S57.350
GWS 11 57 27.50 155 14.50 11/77 1.00 6.1 31.8 COOK INLET WATER ST.354
GUWS 12 57 18.40 154 57.00 11/77 1.00 6.3 31.8 COOK INLET WATER ST.358
GW513 57 50.10 156 25.00 11777 1.00 6.1 31.9 COOK INLET WATER ST.364
GW5 14 58 1.60 153 29.00 11777 1.00 6.4 31.2 COOK INLET WATER ST7.378

N GW515 58 10.80 153 645.00 11,77 1.00 7.0 31.3 COOK INLET WATER ST.374

oS GLI516 58 27.00 152 57.50 11/77 1.00 7.3 31.3 COOK INLET WATER ST7.388

© GW517 58 33.40 153 164,30 1.00 7.3 30.9 COOK INLET WATER ST 384
GW518 58 642.40 152 59.70 11/77 1.00 7.4 31.0 COOK INLET WATER ST.394
G519 58 53.30 153 11.50 11/77 1.00 5.1 30.2 COOK INLET WATER ST.390
GW520 58 53.30 152 564.00 11/77 1.00 7.1 31.9 COOK INLET WATER ST.395
GW521 59 6.20 152 41.30 11/77 1.00 7.8 31.¢ COOK INLET WATER ST7.205
GW522 59 9.40 153 7.10 11/77 1.00 6.6 30.3 COOK INLET WATER ST.206
G523 59 32.50 153 21.20 11/77 1.00 5.7 30.1 COOK INLET WATER ST.212
GW524 59 26.10 153 37.30 11/77 1.00 5.6 30.3 COOK INLET WATER ST.211
GW525 59 29.640 153 12.70 11/77 t.00 6.0 29.9 COOK INLET WATER ST.213
GW526 59 17.80 153 164.00 111/77 1.60 6.2 30.0 COOK INLET WATER ST.214
GW527 59 6.20 153 29.10 11,77 1.00 5.1 30.3 COOK INLET WATER ST7.203
GW528 59 12.80 153 52.40 11777 1.00 COOK INLET WATER 57.201
GW529 59 14.30 153 38.50 11/77 1.00 6.7 COOK INLET WATER ST.204
GW530 59 21.10 153 48.80 11777 1.00 6.5 30.6 COOK INLET WATER ST.215
GW53 1 59 15.00 152 464.90 11/77 1.00 7.0 3t.0 COOK INLET WATER ST.208
GW532 58 59.80 152 52.90 11/77 1.00 7.0 31.4 COOK INLET WATER ST.207
GW533 59 18.00 152 15.00 11/77 1.00 7.8 31.4 COOK INLET WATER ST.216
GW534 59 27.70 152 22.90 11777 1.00 7.6 31.5 COOK INLET WATER ST.217
GW535 59 31.50 152 41.90 11/77 1.00 7.1 31.3 COOK INLET WATER ST7.225
GW536 59 33.30 152 18.60 11,77 1.00 7.2 31.3 COOK INLET WATER S5T.226
GW537 59 32.90 151 53.4¢ 1.00 COOK INLET WATER ST 2238
GW538 59 33.50 151 36.10 11/77 t.00 7.2 31.0 COOK INLET WATER ST.227
GW539 59 51.30 152 2.10 11777 1.00 6.3 30.8 COOK INLET WATER ST.249
GW540 60 2.50 151 47.50 11777 1.00 2.2 30.7 COOK INLET WATER ST.246
GW54 1 60 61,20 151 25.60 11/77 1.00 4.4 23.0 COOK INLET WATER ST.266
G542 60 33.60 151 51.60 11/77 1.00 COOK INLET WATER ST.265
GUW543 60 19.90 151 45.90 11/77 1.00 5.4 28.8 COOK INLET WATER ST.255
GUW544 59 50.50 152 56.50 1 5.9 29.8 COOK INLET WATER ST 248

.00
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GW545

GW545A

GW546
GW547
GW5438
GUW549
GW550
GW551
GW552
GW553
GW554
GW555
GW556
GW557
GW558
GW559
GW560
GB80 1
GB302
GB804
GB305
GB3808
GB309
GB810
GB8 11
GB8 12
GB817
GB318
GB3819
GB822
GB842
GB843
GB344
GB863
GW300
GW80 1
GW802
GW303
GW304
GW305
GW306
GW307
GW803
GW809
GW3 10
GWa 11
Glig12
GW3 13
Gl8 14
GW8 15
G816
G817
GW3 18
G819
GW820

62.10
42.10
37.60
6.70
6.80
12.80
13.70
6.80
9.00
56.00
50.40
29.40
41.30
40.40
37.50
0.60
49.80
%3.90
61.90
10.70
3.40
32.90
28.60
27.80
647 .20
59.10

2.30
13.40
31.60
30.20
12.40
12.40
17.90

43.90
42.00
264.30
10.70
3. 10

5.80
33.10
28.60
27.70
47.20
59.30
33.90
33.20
23.50
10.60
58.30

2.30
13.20
28.30

152
152
152
152
152
152
152
152
152
152
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153
152
151
151
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151
156
155
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154
153
153
152
152
151

153
153
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151
152
152
153

156
155
155
155
154

156
153
153
152
152
151
152
152
152
153
153
153
153
153

38.10
38.10
55.80
16.50
36.00
36.10
45.70
36.00
25.50
37.10
56.50
12.70
14,10
14.30
17.80

1.40
17.8¢0
19.70
55.60

9.20
48.10
67.20
12.50
51.00
40.30
53.50

31.10
60.70
26.40
48.80
25.00
25.00
13.20

19.80
56.90
56.60

9.20
49.20

8.640
47.20
12.290
51.10
40.30
54.10

4.80
17.80
50.80
12.40

9.80
31.10
61.10
12.60

11,77
11777
11777
11777

11,77
11,77

11777

1177
11777
11777
11777
11777
05779
05779
05779
05779
05779
65779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779
05779

1.00
20.00
1.00
1.00
1.00
1.00
1.00
1..0
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
247.00
292.00
223.80

203.00
181.00

22.00
28.00

46.00
1.00
1.00
1.20
2.60
1.60
1.20
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CO0K
COO0K
C00K
COOK
C0o0K
COO0K
C0o0K
C00K
CO0K
CO0K
C00K
CO0K
C00K
COOK
CO0K
C00K
CO0K
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
UPPER

UPPER

UPPER
UPPER
UPPER

INLET
INLETY
INLET
INLET
INLEY
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET

C00K
(o111,
CO0K
C00K
€00k
C00K
C00K
cookK
C0o0K
CO0K
C00K
cooK
C00K
C00K
CooK
C0o0K
C00K
C0o0K
COOK
Co0K
COo0K
(911114
C00K
CooK
Co0K
C0o0K
COoK
C00K
C00K
C00K
CooK
CO0K
C0O0K
CooK
€00K
C00K
C0o0K
CO0K

WATER ST.235
WATER ST.235 >20M
WATER ST.234
WATER ST.245
WATER ST 241
WATER ST. U BEACH
WATER ST. V BEACH
WATER ST 261
WATER ST.242
WATER ST 247
WATER ST 233
WATER ST 213
WATER ST.236
WATER ST.229A
WATER ST7.229
WATER ST.106
WATER ST. 105

STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA

$S1 SEDIMENT
552 SEDIMENT
5S4 SEDIMENT
555 SEDIMENT
558 SEDIMENT
SS9 SEDIMENT
$510 SEDIMENT
5513 SEDIMENT
$518 SEDIMENT
LCt SEDIMENT
LC2 SEDIMENT
LC3 SEDIMENT
LC6 SEDIMENT
LC25 SEDIMENT
LC17 SEDIMENT
LC17 SEDIMENT
LC16 SEDIMENT
SS0 TOP WATER
$S1 TOP WATER
$S52 TOP WATER
SS3A TOP WATER
554 TOP WATER
555 WATER

SS6 WATER

557 WATER

SS58 WATER

559 WATER
5510 WATER
5513 TOP WATER
S518 TOP WATER
LC10 WATER
LC9 WATER

LC8 WATER
LC33 WATER
LC1 WATER

LC2 WATER

LC3 WATER

LC7 WATER




GW821 59 25.60 153 34.70 05779 5.0 30.5 UPPER COOK STA LC5 WATER
G822 59 31.30 153 26.70 05/79 1.00 4.2 31,1 UPPER COOK STA LCé6 TOP WATER
G823 59 46.90 152 54.90 05/79 4.5 30.9 UPPER COOK STA LC14 WATER
G824 60 3.50 152 29.20 05/79 4.0 UPPER COOK STA LC15 WATER
GW825 60 20.70 151 41,00 05/79 1.00 3.9 31.2 UPPER COOK STA LC20 TOP WATER
GW826 59 44.80 152 1.00 65/79 1.00 5.6 31.2 UPPER COOK STA LC11 TOP WATER
GW827 60 43.30 151 32.10 05,79 2.30 4.5 26.6 UPPER COOK STA UC8 TOP WATER
Glg28 60 47.50 151 19.80 05779 1.00 6.5 26.0 UPPER COOK STA UC7 TOP WATER
GW829 60 47.50 151 19.80 05779 6.0 26.5 UPPER COOK STA UC7 BOTTOM WATER
Glig 30 60 57.20 151 8.80 05/79 1.80 5.7 23.5 UPPER COOK STA UCt TOP WATER
GW831? 60 57.20 151 38.80 05779 5.7 24.2 UPPER COOK STA UC! BOTTOM WATER
GW832 60 56.80 151 18.30 05779 2.36 6.0 25.8 UPPER COOK STA UC2 TOP WATER
GW833 60 56.70 151 26.90 05,79 2.70 6.0 26.0 UPPER COOK STA UC3 TOP WATER |
G834 60 56.70 151 26.90 05/79 5.0 26.0 UPPER COOK STA UC3 BOTTOM WATER
GW835 60 45.80 151 40.30 05779 1.40 5.5 27.3 UPPER COOK STA UC12 TOP WATER
GW836 60 32.30 151 30.50 05779 6.0 29.3 UPPER COOK STA UCt5 BOTTOM WATER
GW837 60 32.30 151 30.50 05779 1.00 6.5 29.3 UPPER COOK STA UC15 TOP WATER
GW3 38 60 32.80 151 40.20 05,79 4.8 28.0 UPPER COOK STA UC16 BOTTOM WATER
GWB39 60 32.80 151 40.20 05779 1.00 5.0 28.0 UPPER COOK STA UC16 TOP WATER
GW340 60 35.90 151 47.00 05779 5.0 28.1 UPPER COOK STA UC17 BOTTOM WATER
Glig4 1 60 35.90 151 47.00 05779 1.00 5.0 28.1 UPPER COOK STA UC17 TOP WATER
GW8642 60 30.20 151 483.80 05779 30.1 UPPER CODK STA LC25 TOP WATER
GW8463 60 11.10 152 26.00 05,79 1.00 4.5 30.8 UPPER COOK STA LC17 TOP WATER
GWB44 05779 UPPER COOK STA LC17 WATER
GW345 60 18.30 152 12.20 05779 2.00 4.5 30.7 UPPER COOK STA LC2t TOP WATER
GW86G6 60 53.10 151 35.50 05779 6.4 25.7 UPPER COOK STA UC4 WATER

sg GW847 60 68.30 151 35.40 05/79 3.00 4.3 27.7 UPPER COOK STA UC9 TOP WATER

ot G348 60 6483.30 151 35.40 05/79 4.3 27.6 UPPER COOK STA UC9 BOTTOM WATER
G849 60 50.60 151 40.80 05779 2.00 4.3 26.2 UPPER COOK STA UC10 TOP WATER
GW850 60 47.60 151 642,30 05/79 1.00 4.3 26.6 UPPER COOK STA UC!1 TOP WATER
GWa51 60 42.10 151 40.00 05/79 1.00 4.3 27.7 UPPER COOK STA UC13 TOP WATER
GW352 60 62.30 151 32.80 05/79 1.00 28.1 UPPER COOK STA UC14 TOP WATER
GW853 60 42.30 151 32.80 05779 28.1 UPPER COOK STA UC14 BOTTOM WATER
G854 61 3.20 150 51.306 05/79 1.00 5.0 24.0 UPPER COOK STA UC22 TOP WATER
GW355 61 3.20 150 51.30 05779 5.0 24.0 UPPER COOK STA UC22 BOTTOM WATER
GWa56 60 59.20 150 42.50 05,79 1.00 6.5 23.4 UPPER COOK STA UC23 TOP WATER
GW857 61 4.00 150 22.70 05779 1.00 6.0 22.4 UPPER COOK STA UC20 TOP WATER
GW8538 61 3.00 150 23.20 05/79 1.00 6.0 21.5 UPPER COOK STA UC19 TOP WATER
GW359 61 8.00 150 23.20 05/7% 6.0 21.5 UPPER COOK STA UC19 BOTTOM WATER
G860 61 9.70 150 23.80 05779 1.00 6.5 20.3 UPPER COOK STA UC18 TOP WATER
GW86 1 61 9.70 150 55.00 05,79 1.00 6.8 16.2 UPPER COOK STA UC21 TOP WATER
GWa62 61 9.70 150 55.00 05779 6.8 16.2 UPPER COOK STA UC2t BOTTOM WATER
GWB63 59 17.90 153 13.20 05/79 1.00 8.¢ UPPER COOK STA LC16 TOP WATER
GW865 59 31.50 152 39.60 05779 1.00 5.0 UPPER COOK STA LC15 TOP WATER
GZ300 05779 1.00 6.0 30.9 UPPER COOK STA SSO BOTTOM WATER
GZ2806 57 3.40 156 68.10 05/79 208.00 4.5 32.9 UPPER COOK STA 553 BOTTOM WATER
GZ325 60 20.70 151 41,00 05,79 43.00 33.4 UPPER COOK STA LC20 BOTTOM WATER
GZ829 60 47.50 151 19,80 05,79 20.00 6.0 UPPER COOK STA UC7 BOTTOM WATER
GZ831 60 57.20 151 8.80 05/79 25.00 5.7 24.2 UPPER COOK STA UCY BOTTOM WATER
GZ3834 59 40.20 151 14.30 05779 20.00 5.0 26.0 UPPER COOK STA UC3 BOTTOM WATER
GZ836 60 32.30 151 30.50 05,79 29.00 6.0 29.3 UPPER COOK STA UCt5 BOTTOM WATER
GZ838 60 32.80 151 40.20 05/79 44.00 6.8 28.0 UPPER COOK STA UCt16 BOTTOM WATER
GZ839 60 56.70 151 26.90 00 5.0 26.0 '
GZ840 60 35.90 15% 47.00 05/79 20.00 5.0 28.1 UPPER COOK STA UC17 BOTTOM WATER
GZ2844 60 4.5 30.8 UPPER COOK STA LC17 BOTTOM WATER

13.20 152 264.30 05/79 44,00
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GZ848
GZ853
GZ855
GZ859
Gz862
G2864
GB60 !
GB602
GB603
GB604
GB605
GB606
GB607
GB603
GB609
GB6 10
GB6 11
GB6 12
GB6 13
GB6 14
GB6 15
GB6 16
GB6 17
GB622
GB624
GB625
GB626
GB627
GB623
GB629
GB630
GB631
GB632
GB633
GB634
GB635
GB636
GB640
GB644
GB649
GB650
GB652
GB653
GB654
GB660
GB669
GB677
GW60 1
GUW602
GW603
GW604
GW605
GW606
GW607
GW6038

48.30
42.30
3.20
3.00
9.70
32.20

46.00

6.20
18.10
31.20
56.20
43.90

17.20
38.90
40.90
27.20
53.20
59.90
52.70
39.90
51.30

9.00
58.10
49.70
50.10

6.30
12.50
14.10
17.9¢

32.70
13.40
12.80
37.80
29.60
32.80
53.40
38.00
43.30
37.80
13.70
16.60
35.40
36.50
28.20
22.30
46.00

6.20
18.10
31.20
56.20
43.90

1.30

151
151
150
150
150
152
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154
155
154
154
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154
153
152
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153
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152
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152
152
153
153
153
153

153
152
152
152
153
152
153
153
153
151
153
153
151
151
152
156
154
155
154
155
154
154
153

35.40
32.80
51.30
23.20
55.00
39.10

20.30
1.20
56.00
33.80
40.60
9.00

1.90

1.90

0.50
58.00
564.90
53.30
11.10
14.80

1.60
25.70
36.40
56.00
24.20
27.80
52.90
39.50
13.20

20.90
45.60
36.00
55.80
13.90
18.30
11.60
37.80
22.60
18.40
40.10
20.30
45.90
25.50
12.20
17.90
20.30

1.20
56.00
33.80
60.60

9.00
29.60

05779
05779
05779
65/79
65779
05779
05778
05778
05778
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05778
65778
05778
05/78
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65778
04727778
05778
04,28/78
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06728778
05778
04729778
05778
05,78

05778
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064/30/78
05778
05701/78
05778
05778
05/78
05778
05778

05778
65/78
05778
657738
05778
05778
05778
05778
05778
05778
05778

50.00
30.00
30.00
6.00
15.00
151.00

52.00
188.00
148.00
265.00
228.00
53.00

11.20
166.00
153.00
215.00
166.00
166.00
170.00
38.30
40.00
36.00
21.00
15.00
70.00
41.00
20.00
34.00
53.00

26.00
26.00
26.00
36.00
33.00
49.00
62.00
201.00
201.00
64.00
31.00
36.00
51.00
51.00
37.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
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UPPER
UPPER
UPPER
UPPER
UPPER
UPPER
C0o0K
CooK
C0o0K
C0o0K
C00K
CO0K
C0o0K
C0o0K
COoX
CooK
C0O0X
CO0K
C0o0K
CO0K

CO0K
CooK
COoO0K
CO0K
CooK
cooK
C00K
C00K

C00K
CO0K
€00K
C0o0K
C00K
CO0K
c0o0K
CO0K
CcooK

CooK .

CO0K
COO0K
CO0K
COO0K
C0o0K
CO0K
CooK

COOK

C00X

COO0K

CO0K

CO0K

C00K
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET

INLET
INLET
INLET
INLET
INLET
INLET
INLET
INLET

INLET
INLET
INLET
INLET
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TIME16400 242
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TIMEO 150 2438
SEDIMENT
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SEDIMENT
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SEDIMENT
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SEDIMENT
SEDIMENT
SEDIMENT
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BOT
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358
350
360
368
378

TOM WATER
TOM WATER
TOM WATER
TOM WATER
TOM WATER

330
331
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358
350
360
368
378
370
380
396
388
395
207

229

233

203
201
204
216
211
212

V BEACH
U BEACH

213
390

AW BEACH
M BEACH

CB3
CB1
CB2

CB7 0930 HRS
K BEACH
CB9 1300 HRS




GW609 58 17.20 154 1.90 05/78 1.60 4.0 31.5 COOK INLET WATER ST 370
GW6 10 58 38.90 153 264.70 05/78 1.00 3.9 31.4 COOX INLET WATER ST 380
G611 58 40.90 153 0.50 05/78 1.00 4.6 31.9 COOK INLET WATER ST 394
GUW6 12 58 27.20 152 58.00 05/738 1.00 4.9 32.0 COOK INLET WATER ST 388
GW6 13 58 53.20 152 54.90 05778 1.00 6.7 31.9 COOK INLET WATER ST 395
GW6 14 58 59.90 152 53.30 05/78 1.00 4.8 32.0 COOK INLET WATER ST 207
GWé6 15 58 52.70 153 11.10 05/78 1.60 3.8 31.3 COOK INLET WATER ST 390
GW6 16 59 39.90 151 14.80 05/78 1.00 4.7 31.6 COOK INLET WATER ST 229
GW6 17 59 51.30 152 1.60 05/78 1.00 4.7 COOK INLET WATER ST 249
G618 60 5.50 151 65.70 05/78 1.00 5.0 COOK INLET WATER ST 246
GW619 60 62.70 151 25.50 05778 1.00 4.2 COOK INLET WATER ST 266
GW620 60 34.90 151 41,90 05/78 1.00 4.1 COOK INLET WATER ST 265
GWé621 60 19.30 151 46.50 05/738 1t.00 3.3 30.0 COOK INLET WATER ST 255
GW622 60 9.00 152 25.70 05/78 1.00 3.7 30.8 COOK INLET WATER ST 242
GW623 60 6.30 152 15.50 05/78 1.60 3.8 30.6 COOK INLET WATER ST 245
GW624 59 58.10 152 364.40 05778 1.60 4.0 30.7 COOK INLET WATER ST 247
GW625 59 69.70 152 56.00 05/78 1.00 3.9 3%1.2 COOK INLET WATER ST 233
GWé26 59 50.10 152 24.20 05/78 1.00 3.8 30.9 COOK INLET WATER ST 248
GWé627 59 6.30 153 27.80 05778 1.00 4.1 30.0 COOK INLET WATER ST 203
GW628 59 12.50 153 52.90 05,78 1.00 4.3 30.7 COOK INLET WATER ST 20t
GW629 59 14.10 153 39.50 05/78 1.00 31.2 COOK INLET WATER ST 20¢
GW630 59 17.90 153 13.20 1.00 31.5 COOK INLET WATER ST 214
GW6 31 59 26.10 153 37.00 05/78 1.00 4.0 31.3 COOK INLET WATER ST 211
GW632 59 32.70 153 20.90 05778 1.00 4.0 31.2 COOK INLET WATER ST 212
GW633 60 13.40 152 45.60 05/78 1.00 4.0 30.5 COOK INLET WATER ST V BEACH

N GW6 34 60 12.80 152 36.00 05/78 1.00 4.0 29.0 COOK INLET WATER ST U BEACH

3] GW635 59 37.80 152 55.80 05/78 1.00 4.1 31.3 COOK INLET WATER ST 234

W GW636 59 29.60 153 13.90 057738 1.60 4.2 31.4 COOK INLET WATER ST 213
GW637 59 31.50 152 39.60 05778 1.60 4.4 31.7 COOK INLET WATER ST 225
GW638 59 42.60 152 37.30 05778 1.00 4.1 31.2 COOK INLET WATER ST 235
GW639 59 41.70 152 16,20 05778 1.00 4.8 31.9 COO0K INLET WATER ST 236
GW640 59 32.80 152 18.30 05778 1.00 6.7 31.9 CO0K INLET WATER ST 226
GW64 1 59 18.10 152 15.40 05778 1.00 4.8 31.9 COOK INLET WATER ST 216
GW642 59 6.70 152 40.00 05,78 1.00 6.8 31.9 COOK INLET WATER ST 205
GW643 59 8.70 153 5.00 05/78 1.00 4.8 31.9 COOK INLET WATER ST 206
GW644 58 53.40 153 11.60 1.00 31.5 COOK INLET WATEWATERT 390
GWe45 58 49.00 152 12.30 05/78 1.00 5.1 32.2 COOK INLET WATER ST 398
GW646 58 49.70 151 19,30 05778 1.00 5.0 32.1 COOK INLET WATER ST 105
GWé47 59 0.60 152 1.20 05/78 1.00 4.9 31.9 COOK INLET WATER ST 106
GW648 59 39.50 153 16.50 1.00 28.0 COOK INLET WATEWATERT AA BEACH
GCW649 59 38.00 153 37.380 05778 1.00 5.5 27.2 COOK INLET WATER ST AW BEACH
GW650 59 43.30 153 22.60 05/78 1.00 8.0 27.6 COOK INLET WATER ST M BEACH
GW651 59 364.60 151 11,00 1.00 31.2 COOK INLET WATEWATERT J BEACH
GW652 59 37.80 151 18.40 05,78 1.00 6.0 31.4 COOK INLET WATER ST CB3
GW653 59 13.70 153 640.10 05778 1.00 4.4 31.6 COOK INLET WATER ST CBt1
GW654 59 16.60 153 20.30 05778 1.00 COOK INLET WATER ST CB2
GW655 59 19.90 153 58.30 05778 1.00 COOK INLET WATER ST CB3
GW656 59 23.30 152 38.70 0578 1.00 COOK INLET WATER ST CB4
GW657 59 25.60 152 19.40 05778 1.00 COOK INLET WATER ST CB5
GW658 59 29.90 152 0.60 057738 1.00 COOK INLET WATER ST CB6
GW659 59 35.40 151 45,90 05778 1.00 5.6 31.8 COOK INLET WATER ST CB7 0330 HRS
GW660 59 35.40 151 45.90 05778 1.00 5.3 31.8 COOK INLET WATER ST CB? 0930 HRS
GW66 1 59 35.640 151 45.90 05/78 1.60 5.8 31.8 COOK INLET WATER ST CB7 1530 HRS
CW662 59 27.60 151 43,20 05778 1.00 5.0 29.5 COOK INLET WATER ST AB BEACH
GW663 59 35.40 151 45.90 05/78 1.60 5.3 31.8 COOK INLET WATER ST CB7 2230
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COOK INLET WA
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TER ST K BEACH
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BEAUFORT SEA
BEAUFORT SEA
BEAUFORT SEA
BEAUFORT SEA
BEAUFORT SEA
BEAUFORT SEA
BEAUFORT SEA
BEAUFORT SEA
BEAUFORT SEA

SEDIMENT ST 628
SEDIMENT ST 629
SEDIMENT ST 630
SEDIMENT ST 631
SEDIMENT ST 632
SEDIMENT ST 633
SEDIMENT ST 634
SEDIMENT ST 635
SEDIMENT ST 636

HRS
HRS
HRS
HRS
HRS
HRS
HRS
HRS

HRS
HRS
HRS
HRS




BB637 70 35.80 148 4.00 09/78 22.00 -0.5 16.9 BEAUFORT SEA SEDIMENT ST 637
BB638 70 26.00 148 264.00 09/78 BEAUFORT SEA SEDIMENT ST 638
BB639 70 20.50 148 19.00 09,78 BEAUFORT SEA SEDIMENT ST 639
BB640 70 47.00 149 36.50 09/78 26.00 -0.5 10.5 BEAUFORT SEA SEDIMENT ST 640
BB64 1 71 16,30 149 33.50 09778 67.00 1.4 27.3 BEAUFORT SEA SEDIMENT ST 641
BB642 09778 27.00 -0.6 25.7 BEAUFORT SEA SEDIMENT ST 642
BB6643 70 31.50 149 36.00 09/78 1.50 2.0 BEAUFORT SEA SEDIMENT ST 643
BB644 70 33.00 150 0.00 09,78 3.50 3.0 BEAUFORT SEA SEDIMENT ST 644
BB645 70 30.00 150 14.00 09/78 2.00 4.0 BEAUFORT SEA SEDIMENT ST 645
BB666 71 1,00 150 25.90 09/78 25.00 -1.0 26.6 BEAUFORT SEA SEDIMENT ST 646
BIGO9 09/78 1.00 BEAUFORT SEA WATER ST
BW60 1 71 22.00 156 21.00 08/19/78 3.00 3.0 25.6 TIME1500 STA3
BUW604 71 22.00 156 21.00 038/19/78 3.00 2.0 26.0 TIME1500 STA3
BW606 71 22.00 156 21.00 08/19/78 3.00 2.0 25.0 TIME1500 STA3
BW6038 71 22.00 156 21.00 03719778 3.00 1.0 TIMEI500 STA3
BUW609 70 36.00 147 38.70 09,78 1.00 ~0.7 21.3 BEAUFORT SEA WATER ST 609
BW6 10 70 29.00 147 23.00 09/78 1.00 -0.3 21.1 BEAUFORT SEA WATER ST 610
BW6 11 09778 1.00 -2.5 25.5 BEAUFORT SEA WATER ST 611
BlW6 12 70 22.00 148 8.00 09/78 1.00 -2.5 26.2 BEAUFORT SEA WATER ST 612
BWé 13 70 21.90 146 51,70 09/78 1.00 -0.1 22.5 BEAUFORT SEA WATER ST 613
BU6 14 70 10.00 145 56.00 09/78 1.00 -2.5 26.4 BEAUFORT SEA WATER ST 614
BUW6 15 70 13.00 147 17,00 09778 1.00 4.0 25.5 BEAUFORT SEA WATER ST 615
BUW6 16 70 16.50 145 51,50 09/78 1.00 0.4 23.6 BEAUFORT SEA WATER ST 616
BW6 17 70 10.50 145 55.00 0978 1.00 1.5 26.3 BEAUFORT SEA WATER ST 617
BlL6 18 70 5.00 145 29.00 09/78 1.00 1.5 24.7 BEAUFORT SEA WATER ST 618
Bll6 19 69 59.00 1464 56.00 09/78 1.00 3.5 27.0 BEAUFORT SEA WATER ST 619

Eg BW620 70 13.00 143 20.00 ©09/78 1.00 2.6 26.3 BEAUFORT SEA WATER ST 620

> BW621 70 9.00 143 21.00 09/738 t.00 2.0 29.3 BEAUFORT SEA WATER ST 621
BW622 69 59.00 142 16.00 09778 1.00 4.1 28.5 BEAUFORT SEA WATER ST 622
BW623 69 56.00 142 19.00 09/78 1.00 2.0 28.1 BEAUFORT SEA WATER ST 623
BW624 69 57.00 142 20.00 09/78 1.0 2.0 27.5 BEAUFORT SEA WATER ST 624
BW625 71 8.00 142 3.00 09/03/78 2000.00 2.0 26.1 TIME1945 STA625
BW626 69 47.00 141 26.00 09/78 1.00 3.4 29.0 BEAUFORT SEA WATER ST 626
BW627 69 41.00 141 16.00 09/78 1.00 6.0 26.0 BEAUFORT SEA WATER ST 627
BW628 69 49.00 141 51.00 09/78 1.00 5.0 BEAUFORT SEA WATER ST 628
BW629 70 8.00 142 49.00 09/78 t.00 3.0 28.1% BEAUFORT SEA WATER ST 629
BW63¢0 70 26.00 163 42.00 09/78 1.00 6.4 25.6 BEAUFORT SEA WATER ST 630
BW631 70 28.00 143 62.00 09/78 1.00 4.2 26.3 BEAUFORT SEA WATER ST 631
BW632 70 15.00 143 48.00 09,78 1.00 2.9 27.3 BEAUFORT SEA WATER ST 632
BW633 70 9.00 144 47.50 09/78 1.00 2.3 25.1 BEAUFORT SEA WATER ST 633
BW6 36 70 19.30 146 30.30 09/78 1.00 -1.0 26.1 BEAUFORYT SEA WATER ST 634
BW6 35 71 1.40 147 54.80 09/78 1.00 -0.2 15.9 BEAUFORT SEA WATER ST 635
BW6 36 70 46.00 148 36.00 09/78 .00 0.1 10.3 BEAUFORT SEA WATER ST 636
BUW637 70 35.80 148 464.00 09/78 1.00 -0.5 16.9 BEAUFORT SEA WATER ST 637
BW638 70 26.00 143 26.00 09,78 BEAUFORT SEA WATER ST 638
BW639 70 20.50 148 19.00 09/78 BEAUFORT SEA WATER ST 639
BW66G0O 70 47.00 149 36.50 09778 1.00 -0.5 10.5 BEAUFORT SEA WATER ST 640
BW64 1 71 164.30 1649 33.50 09/78 1.00 1.4 27.3 BEAUFORT SEA WATER ST 641
BW642 09778 1.00 -0.6 25.7 BEAUFORT SEA WATER ST 642
BW643 70 31.50 149 364.00 09,78 1.00 2.0 BEAUFORT SEA WATER ST 643
BW64G 4 70 33.00 150 0.00 09,78 1.00 3.0 BEAUFORT SEA WATER ST 646
BW665 70 30.00 150 14.00 09,78 1.00 4.0 BEAUFORT SEA WATER ST 645
BW646 71 1.00 150 25.00 09/78 1.00 -1.0 26.6 BEAUFORT SEA WATER ST 646
EBI0 Y 64 16.70 165 56.30 04779 22.00 -1.7 31.9 BERING SEA STA 1t SEDIMENT
EB102 63 45.50 165 59.10 04,79 26.00 -1.5 31,7 BERING SEA STA 2 SEDIMENT




EB103 63 32.90 166 53.40 064/79 31.00 -1.6 31.6 BERING SEA STA 3 SEDIMENT
EB104 63 55.70 167 36.50 04779 36.00 ~-1.7 31.9 BERING SEA STA & SEDIMENT
EB105 66 30.40 166 23.80 04/79 21.00 ~1.7 31.5 BERING SEA STA 5 SEDIMENT
EB106 66 36.90 168 24.90 04/79 36.00 -1.7 31.7 BERING SEA STA 6 SEDIMENT
EB107 66 26.30 168 26.50 04779 52.00 BERING SEA STA 7 SEDIMENT
EB108 65 45.20 168 34.40 04/79 58.00 BERING SEA STA 8 SEDIMENT
EB109 65 37.00 168 37.00 04s79 51.00 -1.7 31.7 BERING SEA STA 9 SEDIMENT
EB110 65 30.50 168 6.20 04/79 45.00 -1.3 31.5 BERING SEA STA 10SEDIMENT
EB111 65 2.30 168 15.90 04/79 -1.6 32.4 BERING SEA STA 11SEDIMENT
EB112 66 31.00 167 41.80 04/79 35.00 -1.2 3t1.6 BERING SEA STA 12SEDIMENT
EB113 664 38.30 168 26.70 04/79 43.00 -1.6 32.2 BERING SEA STA 13 SEDIMENT
EB114 646 12.80 168 57.640 04/79 36.00 -1.8 32.5 BERING SEA STA 14 SEDIMENT
EB115 63 51.10 170 28.10 064/79 33.00 -1.6 32.0 BERING SEA STA 15 SEDIMENT
EB116 64 1.10 171 264.40 04/79 32.00 -1.7 32.0 BERING SEA STA 16 SEDIMENT
EB117 63 64.20 169 12.10 04/79 35.00 -1.7 32.4% BERING SEA STA 17 SEDIMENT
EB118 63 18.20 168 21.50 04779 46.00 -1.3 31.5 BERING SEA STA 183 SEDIMENT
EB119 57 6.20 170 0.20 04/79 56.00 -2.7 35.0 BERING SEA STA 19 SEDIMENT
EB120 56 26.40 169 23.80 04/79 119.00 -3.5 32.4 BERING SEA STA 20 SEDIMENT
EB124 564 56.70 164 37.00 04/79 60.00 -4.4 32.4 BERING SEA STA 24 SEDIMENT
EB125 04/79 BERING SEA STA 25 SEDIMENT
EB126 5¢ 12.90 161 53.30 04/79 76.00 -6.0 32.3 BERING SEA STA 26 SEDIMENT
EB127 56 21.60 155 32.70 04779 -4.7 32.3 BERING SEA STA 27 SEDIMENT
EB128 59 8.60 152 53.60 04779 151.00 -4¢.7 32.1 BERING SEA STA 28 SEDIMENT
EB129 04779 .50 BERING SEA STA P BEACH SEDIMENT
EW10t 64 17.20 165 58.60 04779 1.00 -1.7 31.8 BERING SEA STA 1 WATER
EW102 63 65.60 165 58.60 04/79 1.00 -1.5 31.7 BERING SEA STA 2 WATER

N EW103 63 32.70 166 53.00 04/79 1.00 -1.6 31.6 BERING SEA STA 3 WATER

3] EW104 63 56.00 167 35.80 04779 1.00 -t1.6 31.9 BERING SEA STA 6 WATER

D EW105 64 30.00 166 23.20 04/79 1.00 -1.6 31.2 BERING SEA STA 5 WATER
EW106 66 35.10 168 26.00 04779 1.00 -1.3 31.6 BERING SEA STA 6 WATER
EW107 04779 . BERING SEA STA 7 WATER
EW108 65 44.10 168 364.20 064/79 1.00 BERING SEA STA 8 WATER
EW109 65 35.60 168 36.00 06/79 5.00 -1.7 31.7 BERING SEA STA 9 WATER
EW110 65 29.60 168 6.20 04/79 1.00 -1.3 31.4 BERING SEA STA 10 WATER
EWt11 65 1.20 1683 15.50 04/79 1.00 -1.4¢ 32.3 BERING SEA STA 11 WATER
EW112 64 27.80 167 40.10 04/79 1.00 -1.1 31,6 BERING SEA STA 12 WATER
EWI13 646 36.60 168 25.20 04/79 1.00 -1.5 32.2 BERING SEA STA 13 WATER
EW116 64 12.20 168 56.20 064/79 1.00 -1.7 32.4 BERING SEA STA 14 WATER
EW115 63 50.90 170 25.90 04/79 1.00 -1.5 32.0 BERING SEA STA 15 WATER
EW116 64 0.50 171 25.50 04779 1.00 -1.5 32.0 BERING SEA STA 16 WATER
EW117 63 46 .80 169 12.20 064/79 1.00 -1.6 32.2 BERING SEA STA 17 WATER
EW118 63 17.90 168 21.10 04/79 1.00 -1.1 31.4 BERING SEA STA 18 WATER
EW119 57 7.10 170 ©0.60 064/79 1.50 -2.7 32.6 BERING SEA STA 19 WATER
EW120 56 27.60 169 264.70 04/79 1.00 -3.9 32.5 BERING SEA STA 20 WATER
EWi21 55 36.40 168 51.20 06/79 1.00 BERING SEA STA 21 WATER
EW122 55 15.50 167 12.40 04/79 1.00 BERING SEA STA 22 WATER
EW123 564 34.20 165 58.90 06/79 1.00 -4.5 32.8 BERING SEA STA 23 WATER
EW124 55 3.90 164 35.20 064/79 1.00 -4.8 32.2 BERING SEA STA 24 WATER
EW125 54 10.50 163 47.70 04/79 1.00 -4.7 31.7 BERING SEA STA 25 WATER
EW126 54 14.70 161 52.50 064/79 1.00 -4.6 31.8 BERING SEA STA 26 WATER
EW127 56 21.50 155 30.70 064/79 1.00 -5.0 32.2 BERING SEA STA 27 WATER
EW128 59 7.00 152 564.50 04/79 1.00 -5.0 32.1 BERING SEA STA 28 WATER
EW129 04779 0.50 BERING SEA STA P BEACH WATER
EZ125 56 9.10 163 47.70 064/79 80.00 -4.0 32.3 BERING SEA STA 25 BOTTOM WATER
EZ126 54 13.10 161 53.30 04/79 75.00 -4.0 32.3 BERING SEA STA 26 BOTTOM WATER
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AA206
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AA310
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AB203
AB211
AB216
AB222
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AB276
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AB291
AB294
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AW213
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AW225
AW226
AW227
AW228
AW229
AW232
AW233
AW234
AW235
AW236
AU237
AW238

11.640
8.00
58.20
58.20
19.80
19.30
46 .20
37.20
52.20
3.00
3.00
11.40
50.50
1.50
51.20
6.80
43.90
2.00
62.30
27.80
9.90
35.00
6.10
55.00
6.90
57.00
19.60
54.90
48.60
52.10
55.00
1.50
0.30
0.30
6.60
51.20
51.00
32.10
32.490
32.10
6.80
6.30
29.90
30.00
29.90
11.40
11.40
43.20
43.20
43.20
29.00

29.00
48.90

160
163
1646
164
164
164
166
166
166
164
164
164
160
157
158
158
160
160
161
161
162
165
166
166
168
168
167
166
166
160
160
157
158

158
158
158
158
158
158
158
158
159
159
159
160
160
159
159
159
160

160
160

0.30
30.60
27.60
27.60
56.00
54.00
34.80

5.40
25.80
28.80
28.80
30.00
54.80
52.60
54.70
47.20
28.60
44.10
28.10
43.30
264.20
12.80
39.40
44.90

6.40
11.50

6.80

6.70
36.90
52.30
29.70
52.60
32.70
32.70
32.640
56.70
54.60
11.40
11.40
11.40
47.20
67.20
264.20
26¢.00
26.20

0.30

0.30
28.50
28.50
28.50

7.30

7.30
28.60

08/80
08780
08780
087890
08780
08780
08780
08/80
08/890
08780
08780
08780
087890
08780
08780
08780
087890
08780
08780
08780
08/80
08780
08/80
08780
08780
08780
03780
08780
08780
08/80
038780
08/80
08780
03780
038/30
08780
08780
08780
087890
08780
03/80
08/890
03780
08780
08780
03780
03788
08780
08780
08780
08780
08/80
08780
08780
08780

.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00

.00
.00
.00
.00
.00
.00
.00
.00
.00
.00

00
00

.00
.00

00
00
00
00
6o
00
00

.00

00

.00
.00
.00
.00

00
60

.00
.00

00

.00

00
690
60

.00
.00
.00
.00
.00
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NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE
NASTE

STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA
STA

PM7A SEDIMENT
NA17 SEDIMENT
NA65A WATER
NA72 WATER
NA72 MID WATER
NA67 WATER
NA67 MID WATER
UP 8 WATER

UP 9 WATER

UP 19 WATER

UP 18 WATER
UP18 SEDIMENT
UP17 WATER

PM 6A SEDIMENT
NA 4A SEDIMENT
NA 5A SEDIMENT
NA16 SEDIMENT
NA23 SEDIMENT
NAGO SEDIMENT
NA34B SEDIMENT
NA41 SEDIMENT
NAG47 SEDIMENT
SG 7 SEDIMENT
SG 5 SEDIMENT
SG & SEDIMENT
5G 2 SEDIMENT
UP 3 SEDIMENT
PL & SEDIMENT
PL 8 SEDIMENT
PL14 SEDIMENT
PM 6 MWATER

PM 7A BOTTOM WATER
NA 4A WATER
NA 1A WATER
NA 1A BOTTOM WATER
NA 1A MID WATER
NA 5A WATER

NA 5A MID WATER
NA10 WATER

NA10 MID WATER
NA10 BOTTOM WATER
NA16 WATER

NA16 MID WATER
NAt1 WATER

NAt11 MID WATER
NA11 BOTTOM WATER
NA17 WATER

NA17 MID WATER
NA22 WATER

NA22 MID WATER
NA22 BOTTOM WATER
NA27 WATER

NA27 MID WATER
NA27 BOTTOM WATER
NA23 WATER




AW239 56 48.90 160 28.60 08/80 55.00 7.3 31.6 NASTE STA NA23 MID WATER
Al24 1 56 61.80 160 56.60 08780 0.00 8.1 31.6 NASTE STA NA23 WATER
Al242 56 641,80 160 56.60 0880 55.00 7.5 31.6 NASTE STA NA28 MID WATER
Al243 56 41.80 160 56.60 08/80 65.00 7.4 31.6 NASTE STA NA28 BOTTOM WATER
Al264 56 15.30 160 27.70 08780 0.00 10.3 31.2 NASTE STA NA33 WATER
AW245 56 15.30 160 27.70 08/80 12.00 10.3 31.2 NASTE STA NA33 MID WATER
AW266 56 15.30 160 27.70 08,80 22.00 10.3 31.3 NASTE STA NA33 BOTTOM WATER
AW247 56 2.00 160 44.10 038/80 0.00 10.7 31.1 NASTE STA NA40 WATER
AUW248 56 2.00 160 44.10 0880 9.00 10.6 31.1 NASTE STA NA40 MID WATER
AW250 56 642.30 161 28.10 08/80 0.00 8.3 31.7 NASTE STA NA34B WATER
AW251 56 42.30 161 28.10 087890 78.00 5.7 31.7 NASTE STA NA34B MID WATER
AW253 56 27.80 161 43.30 08780 g0.00 8.1 31.7 NASTE STA NAG1 WATER
AW254 56 27.80 161 43.30 08/80 86.00 5.9 31.7 NASTE STA NAG61 MID WATER
AW256 56 2.10 161 16.20 08780 0.00 11.3 31,1 NASTE STA NAG6 WATER
AW257 56 2.10 161 16.20 08780 18.00 10.5 31,2 NASTE STA NA46 MID WATER
AW258 56 2.10 161 16.20 08,80 28.00 10.4 31.3 NASTE STA NA46 BOTTOM WATER
AW259 55 48.90 162 1.90 08/80 0.00 10.2 31.3 NASTE STA NA52 WATER
AUW260 55 48.90 162 1.90 08/80 12.00 10.2 31.3 NASTE STA NA52 MID WATER
Al26 1 55 48.90 162 1.90 08/80 22.00 10.2 31.3 NASTE STA NAS52 BOTTOM WATER
AW262 56 9.90 162 24.20 08780 0.00 8.3 31.7 NASTE STA NA47 WATER
AW263 56 9.90 162 264.20 08/80 63.00 5.8 31.8 NASTE STA NA47 MID WATER
N AW265 55 26.00 162 56.10 08/80 0.00 9.4 31.5 NASTE STA NAS58A LIATER
3] AW266 55 26.00 162 56.10 08,80 29.00 8.8 31.7 NASTE STA NA583A MID WATER
Po's) AW267 55 26.00 162 54.10 08/80 39.00 8.8 31.7 NASTE STA NAS8A BOTTOM WATER
AU2790 55 35.00 165 12.80 08/80 0.00 8.2 31.9 NASTE STA SG 7 WATER
AW271 55 35.00 165 12.80 08/80 5.00 4.8 32.7 NASTE STA SG 7 MID WATER
AN273 56 4.10 166 39.40 08780 0.00 8.4 32.1 NASTE STA S5G 5 WATER
AlW274 56 6.10 166 39.40 08/80 20.00 3.9 32.7 NASTE STA SG 5 MID WATER
AW276 56 55.00 166 44.90 08/80 0.00 8.2 31.9 NASTE STA SG 4 WATER
AW277 56 55.00 166 44.90 08/80 67.00 3.2 32.2 NASTE STA SG 4 MID WATER
AUW279 57 6.90 168 6.40 08,80 0.00 9.1 31.9 NASTE STA SG 2 WATER
AW280 57 6.90 168 6.40 08/80 69.00 3.4 32.2 NASTE STA SG 2 MID WATER
Al282 56 39.70 169 24.50 08/80 0.00 8.1 32.2 NASTE STA SG 1 WATER
AU233 56 39.70 169 264.50 08/80 61.00 4.0 32.4 NASTE STA SG 1 MID WATER
AW284 56 39.70 169 24.50 08/80 71.060 3.8 32.4 NASTE STA SG 1 BOTTOM WATER
AW285 55 57.00 168 11,50 038/80 0.00 8.3 32.8 NASTE STA UP 3 WATER
AW286 55 57.00 168 11.50 08780 30.00 4.1 33,1 NASTE STA UP 3 MID WATER
Al283 55 19.60 167 6.80 08780 0.00 8.3 32.3 NASTE STA PL 6 WATER
AW289 55 19.60 167 6.80 08/80 32.00 3.8 33.0 NASTE STA PL 6 MID WATER
AUW291 55 54.90 166 6.70 08780 0.00 8.3 32.1 NASTE STA PL 8 WATER
AW292 55 56.90 166 6.70 08780 20.00 6.3 32.7 NASTE STA PL 8 MID WATER
AW294 56 648.60 166 36.90 08/80 0.00 7.2 31.8 NASTE STA PL14 WATER
AW295 56 48.60 164 36.90 08780 63.00 3.2 31.9 NASTE STA PL14 MID WATER




choice of marine agar 2216 as the primary medium for enumeration of vieble
microorganisms followed testing of several different media that have been
recommended for enumeration of marine and estuarine bacteria; marine agar 2216
gave the highest counts of all media tested in these trials.) A1l materials
were cooled to 5°C before plating. For each sample, one set of replicate
plates was incubated at 4°C for 3 weeks and another at 20°C for 2 weeks.
Colonies were counted with the aid of a stereomicroscope (30x). The mean count
from triplicate plates was recorded for each dilution and temperature.

Most Probable Number of Hydrocarbon Utilizers

To determine the Most Probable Number (MPN) of hydrocarben utilizing
microorganisms, dilutions of samples were added to 60 ml stoppered serum vials
containing 10 ml of Bushnell Haas broth (magnesium sulfate, 0.2 g; calcium
chloride, 0.02 g; monobasic potassium phosphate, 1.0 g; dibasic pottasium
phosphate, 1.0 g; ammonium nitrate, 1.0 g; ferric chloride, 0.05 g; distilled
water 1 litre, pH 7.0), and crude or refined o0il spiked with
14C-radio]abe]]ed hydrocarbon. For these marine studies, 3 percent sodium
chloride was added, and the pH was adjusted to 7.5. In some cases 1-10 ml
volumes rather than dilutions are used. Poisoned controls were prepared by
adding 0.2 ml of concentrated hydrochloric acid to the vials. In the Bering
and Beaufort Seas Prudhoe Bay crude oilwas used; in the Gulf of Alaska and Cook
Inlet, Cook Inlet crude oil was used. Typically, we used 50 pl of oil per

14

vial, spiked with “'C-n-hexadecane (specific activity, 0.4 pCi/ml1). A 3-tube

MPN procedure was used. After incubation, the solutions were acidified with

0.2 ml of concentrated hydrochloric acid and the radiolabelled carbon dioxide

(14C02) produced was recovered. Incubation for 3 weeks at 5°C was used.

14C02 was recovered by purging the vials with air and trapping the

14CO2 in 10 m1 of Oxifluor - CO, (New England Nuclear). Counting was
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done with a Beckman LS-100 1liquid scintillation counter. Counts of greater
than or equal to two times the control were considered positive; counts of less
than two times the control were considered negative. The MPN of
hydrocarbon-degrading microorganisms was determined from the appropriate MPN
tables and recorded as the number per ml for water samples or the number per
gram of dry weight for sediment samples. The use of two times background for
establishing positive tubes was chosen to eliminate false positive tubes, which
could result from hdyrocarbon carry-over in the air stream or from impurities
in the labelling material. The two times background cutoff was chosen to
insure statistical accuracy. In general, the background counts in our studies
were less than 100 counts per minute (CPM). With the activities and
concentrations of 14C-hydrocarbons that we used, this means that positive

tubes represent a conversion of greater than 0.2 percent of substrate to

14C02' This conversion is twice the maximal theoretical impurity of 0.1
percent that chemical reanalysis of the 14C-hydrocarbon assures. Positive
tubes almost always yielded counts many times higher than our cutoff limit, but
as with all MPN techniques, results are based on the proportions of positive
and negative tubes rather than on actual activity levels.

TAXONOMY OF INDIGENOUS MICROBIAL POPULATIONS

Bacterial isolation

Heterotrophic bacteria

Colonies from countable marine agar plates used for enumeration of viable
microorganisms were numbered sequentially. Using random number tables, 30-60
bacterial colonies from each sample generally were selected for isolation.
After subculturing twice on marine agar to ensure purity and viability, about

25 strains from each sample were randomly selected for numerical taxonomic

testing. These strains were maintained on marine agar slants at 4°C and
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subcultured monthly. Some strains lost viability during testing (less than 8%
from any source) and were discarded. Eleven reference strains were included in

this study: Vibrio fisheri ATCC 15381, Psuedomonas coenobios ATCC 14402,

Flavobacterium halmephilum ATCC 19717, Flavobacterium marinotypicum ATCC 19260,

Alcaligenes pacificus ATCC 27122, Pseudomonas doudoroffi ATCC 27123,

Pseudomonas marina ATCC 27129, Pseudomonas nautica ATCC 27132, Arthrobacter

citreus ATCC 11624, Beneckea campbelli ATCC 25920 and Vibrio alginolyticus ATCC

17749. 1In all over 10,000 strains from various Alaskan OCS regions were
isolated and examined in these studies.

Low-nutrient bacteria

In addition to taxonomic studies of heterotrophic bacteria capable of
growth on marine agar (copiotrophs), isolates were selected from Cook Inlet
samples grown on low nutrient media (oligotrophs). Oligotrophs have been
postuiated to play an important role in low nutrient aquatic ecosystems. For
studies comparing oligotrophic with copiotrophic bacteria, samples were
collected in Cook Inlet Alaska, during November, 1977 at four sampling
Tocations. Replicates were plated onto marine agar 2216 (Difco) [medium MA],
marine agar 2216 + 1% (v/v) Cook Inlet crude oil [medium MOJ, Bushnell Haas
Agar (Difco) [medium BA] and Bushnell Haas Agar + 1% (v/v) Prudhoe Bay crude
0i1 [medium BO)}. Marine agar contains 0.5% peptone and 0.01% yeast extract.
Bushnell Haas agar contains mineral nutrients but no added organic carbon; some
bacteria can grow, however, on the trace organic contaminants in the medium. A
similar method of isolating low nutrient bacteria has been used by Moaledi
(1978). 0i1 was added to the media using the procedure of Atlas and Bartha
(1973) in which a solidified medium is prepared containing a stable oil

emulsion. A1l materials in our study were cooled to 5°C before plating to
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maintain the viability of psycrophilic populations. Platings were performed in
triplicate and incubation was at 5°C for 4 weeks.

Using random number tables, approximately 10-50 bacterial colonies were
selected for isolation from each of the media for every sample, i.e., 65-135
isolates per sample. These isolates were representative of the major
populations of bacteria capable of growth on the various media since they were
obtained from countable plates of greatest dilution. The selected organisms
were subcultured to ensure purity and viability. A total of 581 isolates were
included in the study [163 from medium MA; 138 from medium MO; 120 from medium
BA; and 160 from medium BOJ.

Characterization of Isolates

Approximately 300 phenotypic characteristics were determined for each
strain. Unless otherwise indicated, tests on the 4°C and 20°C isolates were
incubated at 4°C and 20°C, respectively.

Morphology
Cultures (1 to 4 d depending on growth rate) from marine agar slants overlaid
with 1 m1 Rila marine salts solution were examined for: cell shape, size and
motility (wet mounts); spores, refractile granules of poly-B-hydroxybutyrate
(Stanier et al., 1966) and capsules (India ink stain) (phase contrast
microscopy); Gram reaction (Hucker modification), acid fastness (Ziehl-Neelsen
method) and fat droplets (Burdon method) (Society of American Bacteriologists,
1957). Cultures (10 d) grown on marine agar were examined for colony
morphology and size, and for production of diffusible and non-diffusible
pigments. Fluorescent pigment formation on marine agar containing 0.15% (w/v)
glycerol was assessed daily with ultraviolet 1ight (A260 nm). Following 10 to
15 min adaptation of the observer to the dark, bioluminescence was tested in

the dark daily for 10 d [cultures grown on: Bacto-tryptone, 0.5%; Bacto-yeast

262




extract, 0.3%; NaZHPO4, 0.35%; NH4N03, 0.15%; glycerol, 3.0%; agar,
- 1.5% (all w/v); in 3/4-strength Rila marine salts solution, pH 7.6].

Physiological and biochemical tests

Tests were read after 14 d incubation unless stated otherwise. Growth on
replicate marine agar plates was tested at 5, 10, 15, 20, 25, 37 and 43°C, and
at initial pH 3, 4, 5, 6, 7, 8, 9 and 10 (adjusted with HC1 or NaOH). Salt
tolerance and requirement were tested in the following medium without NaCl and
with 0.5, 3, 5, 7.5, 10 and 15% (w/v) NaCl added: Bacto-tryptone, 0.5%;

Bacto-yeast extract, 0.1%; FeCl3'6H20, 0.01%; NH4N0 0.00016%;

3»
Na,HPO,, 0.0008%; Bacto-agar, 1.5% (a1l w/v); pH 8.0. Oxygen relations
were determined from stab cultures in marine agar butts.

Distribution of growth, indole production (Kovacs method; Society of
American Bacteriologists, 1957) and ammonia production (Nessler's reagent) were
determined from 10 d cultures in a medium containing: Bacto-tryptone, 0.3%;
Bacto-yeast estra:t, 0.05%; Tris, 0.6%; KH2P04, 0.01%; FeC13'6H20,

0.0005% (all w/v); thiamin, sodium pantothenate, riboflavin, nicotinic acid,
choline, pyridoxamine and cyanocobalamin, all 1 ug 1'1; folic acid, sodium
p-amincbenzoate and biotin, all 0.05 pg 171

Cultures (10 d) on marine agar were tested for catalase (with 3% H202)
and cytochrome oxidase production (Gaby and Hadley method, allowing 1 min for
the blue colour to develop; Skerman, 1969). Methyl red and Vogest-Proskauer
tests (Society of American Bacteriologists, 1957) were done in MR-VP broth
(Difco) prepared with full-strength Rila marine salts solution. Alkaline
phosphatase was detected (Barber and Kuper, 1951) in cultures (10 d) grown in a
medium containing: Bacto-tryptone, 0.5%; Bacto-yeast extract, 0.1%;

0.00016%; FeCl

NH4N0 ‘6H20, 0.0005%; phenolphthalein diphosphate,

3 3
0.001% (all w/v); in 3/4-strength Rila marine salts solution, pH 7.2.
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Arginine, ornithine and lysine decarboxylases were dtected by the Falkow method
(Skerman, 1969), modified by replacing distilled water with Rila marine salts
solution. These tests measure alkaline end-products and do not distinguish
between arginine decarboxylase and arginine dihydrolase.

Nitrate and nitrite reduction were tested in nitrate broth (Difco) with
full-strength Rila marine salts solution. Nitrite was detected with
naphthylamine-sulphanilic acid reagent and residual nitrate with zinc dust
(Skerman, 1969).

Acid production from D-ribose, D-fructose, cellobiose, lactose, sucrose or
D-mannitol (all 1%, w/v) was detected in MOF medium (Difco).
Oxidation/fermentation tests were done in MOF medium containing 1% (w/v)
D-glucose (Leifson, 1963). Gas production from glucose was detected with
inverted Durham tubes in the liquid medium used for determining growth
distribution, supplemented with 1% (w/v) D-glucose. Substrates were
filter-sterilized.

Agar hydrolysis was tested on marine agar; sunken colonies and depressions
around colonies were scored as positive. Lipase activity was tested in marine
agar containing 0.01% (w/v) CaCl, and 1% (w/v) Tween 20 or Tween 80 (Sierra,
1957). Starch was tested by flooding plate cultures (7 d) on marine agar
containing 0.5% (w/v) potato starch with Lugol's iodine. Gelatin hydrolysis
was tested by flooding cultures (7 to 10 d) on marine agar containing 10% (w/v)
gelatin with acid HgC12‘(Skerman, 1969). Casein hydrolysis was tested on
marine agar overlaid with a double layer of 10% (w/v) skim milk agar. For the
last three tests, clear zones around colonies were recorded as posjtive.

Antibiotic sensitivity tests

Antibiotic sensitivity was tested by spreading bacterial suspensions on

marine agar plates and applying BBL antibiotic discs (ampicillin, 2 pg;
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colistin, 10 pg; erythromycine, 15 pg; kanamvcin, 30 ug; neomycine, 30 ug;
nitrofurantoin, 300 pg; novobiocin, 5 pg; oxytetracycline, 5 pg; penicillin G,
2 units; polymyxin B, 300 units; streptomycin, 2 pg; tetracycline, 5 ug).
Zones of inhibition were measured and sensitivity was determined against
standard inhibition zones (BBL).

Nutritional tests

Basal medium B used in testing for substrate utilization was prepared as
follows. Portion 1: KH,PO,, 0.1 g; Tris, 6.0 g; NH,NO5, 1.0 g;
FeC13’6H20, 0.005 g; Rila marine salts solution, 500 ml; pH adjusted with
HC1 to 8.0. Portion 2: purified agar (Difco), 10 g; distilled water, 500 ml.
Portion 3: thiamin, sodium pantothenate, riboflavin, nicotinic acid, choline,
pyridoxamine and cyanocobalamin, all 1 pg; folic acid, sodium p-aminobenzoate
and biotin, all 0.05 pg; distilled water, 2 ml. Portions 1 and 2 were
autoclaved separately. Portion 3 was filter-sterilized. The three portions
were mixed at 55°C. Substrates were sterilized by autoclaving or filtration
(Stanier et al., 1966), except for hydrocarbons which were sterilized
ultrasonically. Substrates were mixed with the basal medium just before
pouring to give final concentrations of 0.1% (w/v), except for carbohydrates
(0.15%, w/v) and phenol (0.0125%, w/v). A total of 100 substrates was tested.
To determine growth factor requirements, two additional basal media were used.
Basal medium A was basal medium B without vitamins (portion 3). Basal medjum E
was basal medium B supplemented with 50 mg Bacto-yeast extract, 50 mg Casamino
acids and 10 mg L-tryptophan. Twelve substrates (D-ribose, D-fructose,
D-glucose, acetate, fumarate, DL-B-hydroxybufyrate, DL-lactate, pyruvate,
2-ketoglutarate, D-gluconate, glycerol) were used to test the ability of
strains to grow on the basal media. Four classes of growth factor requirements

were tested: type 1, bacteria able to grow on all basal media (do not require
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growth factors); type 2, bacteia able to grow on basal media B and E but not A
(require vitamins as growth factors); type 3, bacteria able to grow on basal
medium E but not A or B (require complex growth factors such as amino acids);
type 4, bacteria unable to grow on any basal medium (require complex unknown
growth factors).

Plates were inoculated with a multiple syringe inoculator (Kaneko et al.,
1977a). Growth with any substrate was considered positive if within 14 d it

exceeded (visually) that on the same basal medium alone.

Data processing and analysis

Data were coded in binary form according to RKC format (Rogosa et al.,
1971), punched cards, and verified and proof-read by two people. Errors were
also checked by computer with the CREATE program (Krichevsky, 1977). Test
reproducibility was checked by periodically retesting selected strains. The
estimated total error rate was less than 3%, which would not significantly
affect the cluster analyses. The QUERY computer program (Krichevsky, 1977) was
used to arrange the data for input to the numerical taxonomy program GTP2
(supplied by R.R. Colwell) or the numerical taxonomy program TAXON. Editing
removed strains lacking more than 35% data, and non-differentiating features
with more than 99% positive, 99% negative or 90% missing results (MTRXED
program; Walczak and Krichevsky, 1977). Similarities were estimated with the
Jaccard coefficient (SJJ and cluster analyses were done by single linkage
sorting and/or by average linkage sorting (Sokal and Sneath, 1963). Clusters
of strains with similarities greater than 75% were designated as taxonomic
groupings (Liston et al., 1963). The input data were sorted into the same
order as strains in the cluster analysis triangle. The feature frequencies of
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