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I. Introduction

Over the last year modeling experiments have been carried out for

two areas of the Alaskan Outer Continental Shelf as part of the work

done on RU 140. The first study area was in the vicinity of Kodiak

Island; the second study area covered the Fairweather Ground region.

Both of these studies made use of oceanographic data obtained in other

components of the OCSEAP program and a diagnostic circulation model

developed previously under RU 140.

The circulation model and its use have been described elsewhere

(RU #140 - Report to OCSEAP September 1978) so a detailed description

of those procedures will not be presented here. To briefly summarize

the techniques for obtaining current estimates, we proceed as follows:

1) The flow is assumed to be quasi-steady;

2) The dynamics are assumed to be controlled by a combina-
tion of geostrophic and Ekman flows;

3) The geostrophic flow is separated into two components;

4) The first component is baroclinic and is forced by the
internal mass distribution and, as such, requires oceano-
graphic data. The resolution will depend upon available
station spacing and may be noisy in the sense that detailed
current features may be poorly resolved or aliased;

5) The second geostrophic component is barotropic and repre-
sents the large-scale effect of wind set-up of the sea
surface. This component of the flow is density independent
and is assumed to be in dynamic balance with the regional
wind.

6) These two components of the geostrophic flow added together
with a simple non-divergent surface Ekman layer are then
assumed to represent the regional surface currents.

The diagnostic circulation model is solved using a finite element

technique and a bases set of first order triangular elements. The
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dependent variable is the elevation of the sea surface. Results are

presented as either vector arrows over the region in question or maps

of sea surface elevation which can then be taken to represent stream-

lines of the surface flow.
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II. Kodiak Regional Study

The Kodiak Regional Study covered the continental shelf area

surrounding Kodiak Island. It extended from the Kenai Peninsula in

the northeast to Chirikof Island in the southwest. Within this regional

study special emphasis was put on the area just offshore and east from

Kodiak Island. This is a complex region of banks and troughs which is

identified as Portlock Bank, Marmot Bank, and Albatross Bank. This

particular section of the continental shelf has extremely complex

topography, and thus, required a high resolution system of grid points

or triangular finite elements to resolve the region in sufficient detail.

To cover the region over 400 vertices were used with subsections being

run independently and then analytically combined. Figure 1 represents

the general area of the study and Figure 2 represents the bathymetric

features which were resolved within the model. For purposes of descrip-

tion, we see that the northeast section of the region is covered by

Portlock Bank. Stevenson Entrance leads in towards Cook Inlet and around

to Shelikof Strait, which separates Kodiak Island from the mainland.

Offshore from Kodiak is a series of complex banks which are collectively

referred to as Marmot and Albatross Banks. To the southeast of Kodiak

Island are the Trinity Islands and beyond that, the outflow from Shelikof

Strait which moves toward Chirikof Island.
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Figure 1. General area covered by the Kodiak Island modeling studies.
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Figure 2. Shelf bathymetry resolved during the barotropic
mode studies for the Kodiak region. Shaded
areas represent the coastline of Kodiak Island
and the Alaskan Peninsula. Contour intervals (m)
(20, 40, 60 ....... 1200)
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Barotropic Mode

The first component of the flow to be considered is the barotropic

circulation. It is assumed that this flow results from the set-up of

the sea surface by the regional winds. In this case, the regional

wind stress was assumed to be in bathystrophic balance along the north-

east boundary of the model with the sea surface sloping upwards toward

the Kenai Peninsula. With this as boundary conditions, the four regional

sub-models were run and the results combined to derive the current pat-

tern shown in Figure 3. Figure 3a shows the computed vector arrows at

triangle centroids and Figure 3b shows the current vectors evaluated on

the standard cartesian grid. This is representative of the flow patterns

that can be expected given this large-scale regional forcing. The actual

magnitude associated with these currents will depend on the magnitude of

the wind stress. For moderate to strong wind cases, characteristic

velocities are on the order of 1 knot. From a study of this figure, a

number of features of the barotropic flow can be identified:

1) A general flow is seen to be southwest through Shelikof
Strait. This is fed in part by flow from Cook Inlet,
and in part from flow through Stevenson Entrance;

2) In the vicinity of Portlock Bank flow is generally to the
southwest along the coast. Major cross-shelf intrusions
of water are identified with the trough regions. Onshore
flow is along the eastern and deeper part of the trough,
then there is a subsequent offshore flow along the western
edge of this trough. Further to the southeast, between
Portlock Bank and Marmot Bank, cross-shelf flow is again
seen in the trough that separates these two areas;

3) In the area of Albatross Bank just offshore from Kodiak the
current is again seen to reflect the bank and trough bathy-
metry. The flow is seen to move onshore along the northeast
side of the troughs, and offshore along the southwest section
of the troughs. This is a region where a deep channel exists
close to the shore and a coastal current is seen to flow
toward the southwest through this region;
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Figure 3a. A delineation of the four subregions used in the Kodiak
Island study with vector arrows plotted at the centroids
of the triangular bases set. The arrow spacing gives an
indication of the resolution used in various parts of the
model.
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Figure 3b. Barotropic current vector arrows evaluated on a regular
cartesian grid for the Kodiak Island study area.
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4) To the southwest of Kodiak Island the flow is seen to continue
in a southwest direction and be joined by the outflowing cur-
rents from Shelikof Strait.

Baroclinic Mode

The baroclinic component of the geostrophic flow was estimated using

data from oceanographic cruises. For the Kodiak region, six cases were

available. These cases cover the periods:

1. May 1976
2. September 1977
3. November 1977
4. April 1978
5. May 1978
6. June 1978

Each of these oceanographic cruises covered slightly different areas

and has variable station spacing. For the model study, they were consid-

ered separately and, in each case, the baroclinic component of the cur-

rent was calculated for regions where it was defined by sufficient oceano-

graphic data. For purposes of comparison, all cases have been plotted on

the same overall map with currents evaluated on a regular cartesian grid

which has been superimposed over the triangular bases sets used computa-

tionally in the model. Figure 4 shows the results of these baroclinic

studies.

Figure 4a shows the results from the May 1976 cruise. Of the six

cases studied, this one had the most general coverage and the most com-

plete set of oceanographic data. One can notice a strong baroclinic

current southwest through Shelikof Strait and strong currents along the

outer continental shelf edge offshore from Kodiak Island. Previous model

studies have indicated a sensitivity In the model results due to poorly

resolved information along the shelf edge, and it is possible that these

strong currents seen along the outer edge of the model may represent noise

in the data.
13



Figure 4a. Baroclinic current vectors plotted on a regular cartesian
grid derived from data collected during May 1976. Scale
arrow indicates 1 m/sec current.
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It is also obvious that the strong currents shown in the extreme

southwest corner of the model domain are the result of one hydrograph

station that appears to have anomalous density data. As these vector

arrows are questionable and at the extreme limit of the calculations they

should be disregarded for future composites of currents.

Figure 4b represents the baroclinic currents resulting from the

September 1977 oceanographic data. This study covered the Portlock Bank

and northeast section of Albatross Bank. A general southwest set to

the baroclinic currents over the continental shelf is seen and, once

again, stronger currents along the outer edge of the continental shelf

with the possibility of poorly resolved eddies or streams.

Figure 4c shows the results of November 1977 oceanographic data

concentrating on the Albatross Bank region. Once again, a general south-

westerly baroclinic component to the current is seen over the shelf with

higher velocities seen along the outer edge of the shelf.

The next three figures result from data collected during the spring

of 1978. These figures run through the sequence April-May-June. Figure

4d represents the April data and covers Portlock Bank and along the outer

edge of Kodiak down to approximately the area of the Trinity Islands.

The April case shows very little baroclinic current over the shelf itself.

Marmot Bank and Albatross Bank are nearly devoid of baroclinic flow. Along

the outer edge of the shelf, stronger currents are observed, particularly

offshore from the Trinity Islands region. In detail, these stronger cur-

rents appear as a clockwise eddy but it is also obvious that the spatial

pattern is poorly resolved by the data.

Figure 4e shows the same region the following month (May 1978). In

this, it can be seen that baroclinic currents are beginning to develop over
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Figure 4b. Baroclinic current vectors plotted on a regular cartesian
grid derived from data collected during September 1977.
Scale arrow indicates 1 m/sec current.
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Figure 4c. Baroclinic current vectors plotted on a regular cartesian
grid derived from data collected during November 1977.

Scale arrow indicates 1 m/sec current.
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Figure 4d. Baroclinic current vectors plotted on a regular cartesian
grid derived from data collected during April 1978. Scale
arrow indicates 1 m/sec current.
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Figure 4e. Baroclinic current vectors plotted on a regular cartesian
grid derived from data collected during May 1978. Scale
arrow indicates 1 m/sec current.
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Figure 4f. Baroclinic current vectors plotted on a regular cartesian
grid derived from data collected during June 1978. Scale
arrow indicates 1 m/sec current.
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the shelf itself, and circulation is seen over the trough area between

Marmot and Albatross Banks. In addition, some baroclinic flow is seen over

the southwest edge of Albatross Bank. Stronger currents are once again

observed along the outer edge of the shelf, but they do not appear to be

coherent with the pattern seen a month earlier.

Figure 4f shows the results of June 1978 data and covers essentially

the same region as the previous two cases. By this time, the baroclinic

currents are even stronger over the shelf region with an onshore component

in the vicinity of Marmot Bank and a general clockwise circulation seen over

Kiliuda Trough and the southwest edge of Albatross Bank.

Having looked at a number of cases of baroclinic flow certain character-

istics of the regional dynamics have become apparent. There appears to be

seasonal differences between the baroclinic flow over the shelf; stronger

baroclinic currents are observed during the fall while decreased baroclinic

currents are observed during the spring. In addition, the data collected

does not appear to be able to resolve the details of the stronger flows

seen along the edge of the outer continental shelf.

Averages of Baroclinic Modes

In order to get a better understanding of how the actual mean flows

may look, it is instructive to consider averaging the baroclinic fields

from these six cases. By doing this the stronger currents, due to poorly

resolved baroclinic signatures along the edge of the shelf, should average

out and a more realistic mean flow can be expected. To consider this problem

in more detail, we can look at Figure 5, which indicates the area of coverage

shown in the six cases considered in Figure 4. From this, it can be seen

that all six of the cases cover the region between Portlock Bank and the
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Figure 5. Composite overlays of the coverage from each of the
six baroclinic data sets presented in Figure 4. Scale
arrow indicates 1 m/sec current.
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Trinity Islands. The Kiliuda Trough-Albatross Bank region is, in fact, cov-

ered by all six cases: whereas the Shelikof Strait and southwest section of

the model was only covered once, in May of 1976. Figure 6a represents the

total baroclinic flow or the average of all six cases. This was calculated

by taking the total number of estimates for each grid location and dividing

by the number of estimates. Regions where there was only one case (as in

the Shelikof Straits) were computed as the value given from the May 1976

data whereas regions over Kiliuda Trough were the average of all six cases.

As expected, Figure 6a shows smoother flow with southwest currents through

Shelikof Straits and a general southwest drift over the outer continental

shelf region. The region of the outer continental shelf break is once again

an area of stronger currents, but appears definitely less noisy than before.

It is interesting to note that even with all six of the cases averaged, a

counterclockwise circulation region is seen along the shelf edge offshore

from the Trinity Islands.

Figure 6b shows the average of the two fall cases (September and November

1977). These two cases show the flow as southwest over most of the region

with stronger current nearshore in the vicinity of Marmot Bank and weaker

currents over the central area of Albatross Bank. It is interesting to

note that the fall case shows a relatively strong baroclinic signature

over the shelf. This appears to reflect the increase in baroclinic struc-

ture that develops over the summer period.

Figure 6c represents the average of the spring cases (May 1976 and April-

May-June 1978). From this data the flow is seen to be generally weak over

the shelf with stronger currents along the shelf break. In this case the

relatively weak signature seen in the spring is presumably the result of a

general breakdown of baroclinic structure over the continental shelf in the

wintertime.
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Figure 6a. Average baroclinic currents derived from all six baroclinic
data sets. Scale arrow indicates 1 m/sec current.
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Figure 6b. Fall average baroclinic currents derived from September 1977
and November 1977 data. Scale arrow indicates 1 m/sec current.
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Figure 6c. Spring average baroclinic currents derived from May 1976
and April, May, and June 1978 data. Scale arrow indicates
1 m/sec current.
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Composite Currents

We are now in a position to consider the total surface current estimates

for the Kodiak region. The total current will be the algebraic sum of the

baroclinic modes and the barotropic pattern. To combine these currents,

we must assign a magnitude to the barotropic component of the flow. This

can be done based on estimates of the winds set up along the coast; a number

of different cases are considered. Figures 7a, 7b, and 7c represent examples

of the barotropic mode plus the average baroclinic flow. Figure 7a repre-

sents a moderate wind case that results in the onshore set-up of the sea

surface. This would correspond to a large-scale wind pattern which had a

southwest component to the wind. Such patterns are relatively common in

the Gulf of Alaska, and are associated with low pressure and cyclonic at-

mospheric circulation over the central Gulf.

Figure 7b shows the expected pattern for increasing southwest wind com-

ponents. This would be like the previous case but for a stronger wind

regime.

Figure 7c is present for completeness and indicates what would be expec-

ted for a wind condition that depressed, or set down, the sea surface. This

would correspond to a large-scale weather pattern that led to northeast

winds along the coast.

Figure 8 represents the composite currents derived from the averaged

fall data and the pattern information from the barotropic study. Figure

8a represents a moderate set-up of the sea surface associated with cyclonic

circulation in the Gulf. Figure 8b represents an increased wind event or

flow driven by stronger southwest winds. Figure 8c represents the set-down

conditions associated with cyclonic flow over the Gulf or a weak northeast

wind along the coast.
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Figure 7a. Composite current vectors showing the sum of the average
baroclinic mode and a moderate barotropic mode. Scale
arrow indicates 1 m/sec current.
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Figure 7b. Composite current vectors showing the sum of the average
baroclinic mode and a large to intermediate barotropic
mode. Scale arrow indicates 1 m/sec current.
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Figure 7c. Composite current vectors showing the sum of the average
baroclinic mode and a weak negative barotropic mode. Scale
arrow indicates 1 m/sec current.
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Figure 8a. Composite current vectors showing the sum of the fall average
baroclinic mode and a moderate barotropic mode. Scale arrow
indicates 1 m/sec current.
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Figure 8b. Composite current vectors showing the sum of the fall average
baroclinic mode and a large to intermediate barotropic mode.
Scale arrow indicates 1 m/sec current.
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Figure 8c. Composite current vectors showing the sum of the fall average
baroclinic mode and a weak negative barotropic mode. Scale
arrow indicates 1 m/sec current.
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Figure 9 is a composite of the four springtime baroclinic fields and

the barotropic pattern information. Figure 9a represents a moderate

cyclonic circulation pattern for the region (winds towards the southwest

over the Kodiak region at approximately 10 knots), and Figure 9b repre-

sents the results of a stronger cyclonic wind event (winds toward the south-

west over the Kodiak region at approximately 20 knots). Finally, Figure 9c

represents the weak northeast winds along the coast (winds towards the

northeast over the Kodiak region at approximately 10 knots).

The model studies of the Kodiak region have produced current patterns

which include the baroclinic data from a number of different oceanographic

observation sets, as well as the dynamic constraints that are associated

with the barotropic set-up of the sea surface along the coast. Although

this is an extremely complicated domain, a number of features of the flow

have been identified, and appear to be consistent with observations and

recognized regional dynamics. A persistent southwest flow through Shelikof

Strait appears to be fed jointly from outflow from Cook Inlet and flow

northwest through Stevenson Entrance. Along the outer edge of Kodiak Island

the currents set to the southwest with major perturbations and convolutions

in the flow pattern associated with the complex bank and trough topography.

In particular, the troughs between Portlock Bank, Marmot Bank, and the

various components of Albatross Bank, are all seen to affect the flow. The

dynamics of this appear to be related primarily to the barotropic mode where

the planetary vorticity interacts with the bathymetry. This suggests that

the model dynamics represent an appropriate way to extrapolate current infor-

mation over this complex region. The baroclinic data is seen to be generally

consistent when averaged over seasonal values but flow along the outer edge

of the continental shelf is apparently not resolved by the available data.
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Figure 9a. Composite current vectors showing the sum of the spring
average baroclinic mode and a moderate barotropic mode.
Scale arrow indicates 1 m/sec current.
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Figure 9b. Composite current vectors showing the sum of the spring average
baroclinic mode and a large to intermediate barotropic mode.
Scale arrow indicates 1 m/sec current.
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Figure 9c. Composite current vectors showing the sum of the spring average
baroclinic mode and a weak negative barotropic mode. Scale
arrow indicates 1 m/sec current.
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The baroclinic data is seen to separate into summer and winter cases with

the build-up of baroclinic currents throughout the summertime reflecting

higher stratification for the region over the shelf. As the baroclinic

fields develop, they tend to enhance the southwest flow over the shelf

region off Kodiak, and this flow adds on to the barotropic mode which is

basically in the same direction. In summary, Figures 8 and 9 represent

the present best estimates of the expected circulation patterns for the

Kodiak region. These composites should represent the regional response

over a large variety of wind cases and seasonal baroclinic adjustments.

All of the individual baroclinic current patterns as well as the baro-

tropic current pattern for the Kodiak region were forwarded to the USGS'

assessment modelers (K. Landfear, USGS, Reston, Va.) for input into their

impact statement considerations. These could obviously be combined into

whatever linear combinations make the most sense in the context of their

model.

Comparison of Observed Current Features and Model Results

It is of some interest to compare the results of these model studies

to observational data that has been collected for the Kodiak region. As

a point of departure we may consider the work of Favorite and Ingraham

(On Flow in Northwestern Gulf of Alaska, May 1972, Journal of the Oceano-

graphic Society of Japan, Vol. 33, No. 2). In this work, the authors

examine the results of an oceanographic cruise and consider some sea bed

drifter returns.

The first conclusion of Favorite and Ingraham's work is that the Alaska

stream occurs as a strong but narrow current over the outer part of the

continental shelf. Average currents are a knot with two knots as the maximum.
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The currents are baroclinic and as such would show up in the baroclinic

calculations. Earlier studies with the diagnostic model (Third Annual

Report to OCSEAP on RU 140, pp. 3-19) specifically considered Favorite

and Ingraham's data and completely reproduced this feature, which is not

surprising since the baroclinic mode in the diagnostic model degenerated into

the classical dynamics heights calculation for deep water cases and the two

techniques should give identical results when using the same data. Comparing

those earlier results to Figure 6c, it can be seen that for the six cases

considered, the data does not extend seaward enough to adequately define

the features of the strong Alaska Stream.

A second feature of the regional circulation identified by Favorite

and Ingraham relates to the movement of sea bed drifters and their impli-

cation on bottom currents. Their Figure 6 indicates the release and re-

covery points of drifters over Portlock Bank, Marmot Bank, and the northeast

sector of Albatross Bank. With the decomposition of the diagnostic model

as defined in last year's RU 140 report (Appendix C), the barotropic mode

contains all of the bottom currents and the appropriate figure to refer to

is Figure 3b. From this we see the model predicts onshore movement over

all the banks, consistent with all of the observations. In addition,

releases off Dangerous Cape would be projected to move southwest and on-

shore with good qualitative agreement between the model and observational

results. The only bottom drifter release that showed a northeast trend was

in the trough south of Marmot Island. In this vicinity the model shows weak

bottom flow with a divergence. Close to Marmot Island the flow is predicted

to be northeast whereas closer to Kodiak and Chiniak Bay the bottom flow

trends southwest.

A third feature identified by Favorite and Ingraham is a gyre over the

continental slope south of Albatross Bank. Looking at Figures 6a, 6b, and 6c

39



it can easily be seen that this feature appears in various averages of the

baroclinic data and corroborates the results derived from the May 1972 data.

A second study of circulation in the Kodiak region (Circulation and

Hydrography Near Kodiak Island September and November 1977, NOAA Technical

Memorandum ERL PMEL-13, J. D. Schumacher, R. K. Reed, M. Grigsby, and D.

Dreves) can be compared briefly with the model results. This work by

Schumacher et al. notes irregular gyre-like patterns over the troughs

separating the various sections of Albatross Bank. Figures 3a and 3b

clearly show the influence of these features with the general southwest

flow over the shelf interrupted by the troughs. In the model results the

dynamics associated with these meanders is related to conservation of

potential vorticity and closed gyres are not seen. In particular, the flow

tends to follow f/d contours with some cross isobath flow due to friction.

Within the expected accuracy of either the hydrographic coverage or the model

these detailed differences are not resolvable. The general aspects of the

flow, however, do agree.

A second observation made by Schumacher et al. described a relatively

strong baroclinic current along the Kenai Peninsula. The model did not

have data covering that region so no additional insights can be added to

their information due to these model studies.

A third study of circulation in the Kodiak Island area (Winter Circula-

tion and Hydrography Over the Continental Shelf of the Northwest Gulf of

Alaska, NOAA Technical Report ERL 404-PMEL 31, J. D. Schumacher, R. Sillcox,

D. Dreves, and R. D. Muench) presented data on flow through Shelikof Strait

and around the complex trough and bank region.

Considering the flow through Shelikof Strait, Schumacher et al. suggest

a strong southwest flow that is barotropic. Model results support this view.
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Figure 4a indicates that in the spring the baroclinic mode in the northeast

sector of the straits is weakly developed, while Figures 3a and 3b show a

strong down straight barotropic flow. The amplitude on the barotropic mode

is arbitrary and depends on the assumed set-up of the bathystrophic cross

shelf pressure gradient. The pattern information, however, is correctly

represented and it can be seen from Figure 3a that the magnitude of the

flow through Shelikof Strait is comparable to flows over the outer conti-

nental shelf, which are known to be on the order of one half to one knot.

Schumacher et al. also discussed current meter observations from Kiliuda

Trough and concluded that flow tended to follow isobathic contours (Figure

10). As mentioned earlier, this is also a feature of the model-generated

currents.

In summary, the key features of the three observational studies were

all supported in the model results where the data covered the region or

period of comparison. The basic dynamics and formulation of the model

for the Kodiak region appears to successfully reproduce much of the

observed flow characteristics as well as offer a means of interpolating

the results to regional patterns.

III. Fairweather Ground Study

The second area studied with numerical modeling techniques this year on

the Alaskan outer continental shelf was the Fairweather Ground region. The

studied area extended from Cross Sound to Yakutat Bay. This section in-

cludes a fairly straight but high and rugged coastal region. The shelf

varies in width with the major feature being the shallow Fairweather Ground

which is made up of a shore area extending some 40 nautical miles offshore.

To the northwest of the Fairweather Ground region, a deep trough cuts across

the shelf with the hundred fathom isobath coming to within ten miles of shore.

Figure 11 indicates the general study area.
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FIGURE 10 MEAN FLOW VECTORS FOR OBSERVED CURRENTS: OCTOBER 1977 - MARCH 1978.



Figure 11. General region covered by the Fairweather Ground study.
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Barotropic Mode

The first aspect of the Fairweather Ground study was to obtain estimates

of the barotropic current. To do this, a number of vertices were placed over

the area to resolve the major bathymetric features and provide the triangular

bases for the finite element mode. To do this, a grid of 132 vertices was

utilized. The typical or characteristic station spacing was less than five

nautical miles. On this grid, a wind set-up perpendicular to the coast was

assumed to be in bathystrophic balance. The actual line along which this

boundary condition was applied extends perpendicular to the shore cutting

off a small section the southeast corner of the domain. This condition

resulted in an alongshore circulation pattern which satisfied the basic model

dynamics and accounted for the flow over the complex bathymetry. In previous

model studies carried out in both real and hypothetical domains questions

have arisen as to the fundamental balance between the frictional dissipation

in the model and the constraints imposed by conservation of potential vor-

ticity. As one might expect under conditions of strong friction, the flow

is smooth and small details in the bathymetry are not significant in causing

variations in the flow. A secondary and more fundamental aspect of increas-

ing friction is the decrease in sea surface elevation along the shoreline.

Under conditions of high friction, the sea surface will drop as one moves

in an along-current direction down the coast. This alongshore gradient in

the pressure is probably a fundamental characteristic of the regional flow

and plays an important role in determining how to impose the bathystrophic

balance conditions for the model.

For the present model study the relative effect of the frictional

parameter and the alongshore pressure gradient was investigated in a

series of tests. This was done by running the model repeatedly with
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variations in the frictional parameter. The results of the flow can easily

be seen in the surface elevation contour plots presented in Figure 12.

Figure 12a represents the surface elevation contours plotted for the minimum

frictional case. Figures 12b, 12c, and 12d each represent successively

higher frictional values. Several characteristics of the flow are imme-

diately obvious. For the low friction case, the flow has considerably more

spatial details and small scale variations in the bathymetry results in

perturbations of the flow direction. Some regions of the bathymetry cause

closed eddies or gyres. This is particularly apparent south of the Fair-

weather Ground. A second aspect of the increased frictional cases is the

drop is sea surface elevation as you progress from southeast to northwest

along the coastline. A third aspect of the barotropic flow patterns is

the general tendency for northerly flow across the Fairweather Bank region

followed by a loop in the current nearshore which turns in a counterclock-

wise direction and then leads offshore along the northern edge of Alsek

Strath. This northerly flow across the Fairweather Ground and return flow

appears to be independent of the frictional parameter and is a consistent

feature for any reasonable value.

Figure 13 shows a vector plot corresponding to the sea surface eleva-

tion contours shown in Figure 12. Figure 13a represents the minimum fric-

tional case with Figures 13b, 13c, and 13d corresponding to increasing

frictional values. It is obvious that increasing the frictional para-

meterization leads to smoother flow patterns and the northerly flow across

the Fairweather Ground and recirculation or counterclockwise circulation

around Alsek Strath is clearly seen for all cases.

Baroclinic Mode

To estimate the baroclinic component of the flow for the Fairweather
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Figure 12
Sea surface elevation contours for the Fairweather Ground
barotropic mode. The four figures correspond to increasing
frictional effects with the minimal friction seen in case a
and the maximum friction seen in case d.
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Figurel3 a. Current vector arrows for the Fairweather Ground
barotropic mode minimum frictional case.
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Figure 13.b. Current vector arrows for the Fairweather Ground
barotropic mode low frictional case.
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Figure 13 c. Current vector arrows for the Fairweather Ground
barotropic mode moderate frictional case.
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Figure 13d. Current vector arrows for the Fairweather Ground
barotropic mode maximum frictional case.
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Bank region, a data set from March 1979 was used. At the time of the study,

this was the only available set of density stations. One hundred and seven

stations were available and their relative coverage and the finite element

triangular mesh associated with this data set are shown in Figure 14. Cal-

culations of the baroclinic components of the current are shown in Figure

15. Several characteristics of this flow may be noted: 1) The Alaskan

Stream is clearly evident in the southwest corner of the region. Here, a

fairly uniform current is seen to move to the northwest along the outer edge

of the shelf region and over the continental slope. Typical speeds of this

current appear to be in excess of one knot; 2) Over the shelf region itself

flow is generally weak but baroclinic currents do appear to develop over the

Alsek Strath region with a general tendency for anti-cyclonic flow to the

north of the Strath and cyclonic flow south of the Strath and cyclonic flow

south of the Strath and in the vicinity of the Fairweather Bank region;

3) A third characteristic of the baroclinic flow pattern is the relatively

noisy appearance of the current along the shelf break region. As noted in

previous studies, it is difficult to obtain sufficient data to resolve the

strong baroclinic field and bathymetric interactions that take place along

the shelf break.

Composite Regional Currents

The composite current for the Fairweather Ground region will be repre-

sented by a combination of the baroclinic and barotropic fields. The baro-

tropic pattern information was seen to depend on a choice of frictional

parameter which related to the relative balance between the bottom fric-

tional effects and the constraints associated with conservation of poten-

tial vorticity. These also depended on the alongshore pressure gradient.
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Figure 14. Representation of triangular grid used to calculate
baroclinic currents for Fairweather Ground study
area. Inner rectangle shows area covered by baro-
tropic mode calculations.
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Figure 15. Baroclinic current vector arrows for Fairweather
Ground study region based on March 1979 data.
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For the present study, it was assumed that the flow pattern represented in

Figures 12c and 13c was the most realistic realization for the barotropic

current field. Figure 16 represents a combination of this barotropic pat-

tern and the baroclinic information shown in Figure 15. Figure 16a corres-

ponds to an onshore set-up of the sea surface as would be typical of a wind

stress to the northwest along the coast. The implied bathystrophic balance

at the southeast edge of the model indicates an upslope along the model edge

as one proceeds onshore. Figures 16b and 16c correspond to decreasing wind

stress cases. These are obtained by decreasing the amplitude of the baro-

tropic pattern as it is algebraically added to the baroclinic flow pattern.

Figure 16d represents a wind case where the alongshore component of the

wind stress is to the southeast. To relate these figures back to more char-

acteristic weather patterns the flow shown in Figures 16a, 16b, and 16c

would correspond to a typical cyclonic circulation over the Gulf of Alaska

that would be characterized by an atmospheric low pressure over the central

Gulf. Figure 16d would correspond to a weaker, possibly summertime pattern

associated with anti-cyclonic flow in the atmosphere over the Gulf of Alaska.

In general, these composite current fields shown in Figure 16 can be taken

as current estimates which span the likely variations expected in the flow.

For pollutant trajectory work these current patterns represent the total

surface flow less whatever Ekman or Stokes drift is assumed appropriate for

the pollutant in question.

IV. Conclusions

Modeling studies have been carried out for two outer continental shelf

regions of Alaska. Techniques developed over the five year history of RU 140

were applied to obtain estimates of the flow suitable for trajectory assess-

ment experiments.

54



The general circulation patterns developed for the Kodiak Island region

include information from six oceanographic cruises. These data sets appear

to give a reasonable definition of the baroclinic mode for the flow during

spring and fall periods. In addition, a three month series of cruises in

the spring of 1978 gives an indication of the summer buildup of the regional

baroclinic fields. The general cycle of the baroclinic flow for the region

is seen to build up during the springtime with higher stratification effects

in the late summer or early fall. During the wintertime, the baroclinic

structure breaks down with lower baroclinic currents occuring in the late

winter or early spring. Repeated sets of data indicate a clockwise gyre in

the vicinity of the shelf break south of the Trinity Islands. The general

direction of the baroclinic flow tends to be southwest at the surface over

the region of the continental shelf offshore of Kodiak Island. This flow

direction tends to enhance the barotropic mode for the region.

The barotropic mode for the Kodiak Island region was studied with a high

resolution finite element mesh. In general, the alongshore flow is controlled

by the bathymetry with the bank and trough system as the dominant steering

features. The general flow is to the southwest with onshore meanders in the

currents associated with the northwest or leading edge of the troughs.

As the stream continues, offshore flow is seen on the downstream or southwest

regions of the troughs. This is particularly apparent over the Kiliuda

Trough region which is situated southwest of Middle Albatross Bank.

West of the Marmot Bank region, a deeper trough extends parallel to the

shore of Kodiak Island. A southwesterly current is seen to be present here

under the dominant influence of cyclonic atmospheric conditions in the Gulf

of Alaska.

55



Figure 16a. Composite current vector arrows showing the sum
of the baroclinic mode for March 1979 plus the
strong barotropic mode.
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Figure 16b. Composite current vector arrows showing the sum
of the baroclinic mode for March 1979 plus the
moderate barotropic mode.
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Figure 16c. Composite current vector arrows showing the sum
of the baroclinic mode for March 1979 plus the
weak barotropic mode.
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Figure 16d. Composite current vector arrows showing the sum
of the baroclinic mode for March 1979 plus the
small negative barotropic mode.
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The amplitude associated with the barotropic mode depends on the regional

wind stress. The dominant or characteristic flow direction is to the south-

west resulting from low atmospheric pressure in the Gulf of Alaska. In

general, the winter patterns are expected to be stronger than the summertime

patterns because of the increased intensity of this characteristic low pres-

sure circulation in the atmosphere over the Gulf of Alaska. This tends to

compensate for the decreased baroclinic mode which weakens during the winter

period. The general balance, then, appears to be dominated by barotropic

flow conditions during the winter period and a combination of baroclinic and

barotropic forcing during the summertime. Under nearly all conditions, the

flow tends to be to the southwest and the influence of the bank and trough

bathymetry is clearly seen.

Comparisons of observational studies and model output indicate that

mean flows in the Kodiak area are well represented by the derived patterns.

The Fairweather Ground region was studied with the use of one set of

oceanographic data which was collected during the spring of 1979. The baro-

clinic field was dominated by the Alaskan Stream which flowed to the north-

west along the outer edge of the continental shelf. A secondary baroclinic

circulation was seen to result in a clockwise circulation over the Alsek

Strath and northern section of the Fairweather Ground.

The barotropic mode for the Fairweather Ground was studied with a para-

metric exploration of the effects of friction on the flow patterns. It was

seen that the relative importance of the frictional terms could be related

to the alongshore gradient in the pressure. For all of the cases considered,

a northerly flow was seen over the Fairweather Ground region. This extended

towards the inshore end of Alsek Strath, at which point a counterclockwise

circulation develops in the flow. This counterclockwise curvature extends
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the current around the end of the Strath and back out across the shelf to the

north. For the one case studied, the baroclinic mode tended to dominate the

flow along the outer edge of the continental shelf with the barotropic mode

dominating over the shelf proper and in the vicinity of the Fairweather

Ground and Alsek Strath region.

Current estimates for the Fairweather Ground region have now been pro-

cessed in OSSM (On-Scene-Spill-Model) which is used routinely for trajectory

model experimental studies. In this format, the data can be easily used to

study pollutant distributions for the region.
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PREFACE

Numerical studies have been a part of OCSEAP research since the

program began in July of 1974. During the four and one-quarter years

of funding for research unit #140, a number of research projects have

been undertaken in support of the overall goal of describing the surface

transport processes for specific OCS regions. These studies have been

carried out by a number of different investigators and have been coordinated

with many other studies and agencies. In particular, the numerical studies

have been strongly influenced by the observational oceanographic field

programs and by data collected by the Spilled Oil Research Team of OCSEAP.

Related pollutant trajectory work has been carried out by the Marine

Ecosystems Analysis Program, by NOAA Marine Services studies, and by

PMEL base funded research. In addition to developing specific products

associated with numerical descriptions of transport phenomena, research

group members have taken an active role in the planning, coordination

and information transfer for the larger-scope physical oceanographic

studies being carried out by OCSEAP. For example, during the fifty-one

months of the project to date, group members have traveled over seventy

times on business directly related to oil trajectory research. About

one-fourth of this travel was for overall program planning. Another fourth

was for research planning and for coordination with other OCSEAP inves-

tigators. Four different times the group has presented data at OCSEAP

physical oceanography principal investigators' meetings (which we originally

instigated). On eleven different occasions group members have presented

briefings of research results (three times to NOAA senior management,

five times directly to BLM or DOI personnel - including the transfer

of computer algorithms for use in their assessment models, and three
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times to national advisory boards). Group personnel have taken part

in seven or more different observational field programs and have described

their research results to the Juneau Project Office at seven different

briefings.

Research results from group members have also been presented at

six national meetings and at three special workshops, with the contributions

being published for four of these.

Papers by group members relating to oil trajectory analysis are

represented by the following:

Regional Meteorological Model for Mountainous Coastal Regions,

PMEL Technical Report (in press), J. Overland, M. Hitchman

and Y.-J. Han.

Comments on "Numerical Simulation of Cold Easterly Circulation Over

the Canadian Western Plains Using a Mesoscale Boundary Layer

Model", Boundary Layer Meteorology, 1978 (14): 433-434, J. Overland.

Tankers in U.S. Waters, (1977), Oceanus 20(4), Robert J. Stewart.

Bayesian Hypothesis Tests of Sampling Function Form, Robert

J. Stewart (submitted to JASA for publication).

Estimating Tanker Spill Risks in U.S. Waters, Proceedings of

the 1978 Joint Statistical Meeting, San Diego, Calif., Robert

J. Stewart.

Estimating Oil Spill Risks for Offshore Development, Proceedings

of the 1978 Joint Statistical Meetings, San Diego, Calif.

Robert J. Stewart.

Physical Oceanography and Dynamics of the NE Gulf of Alaska,

Proceedings AINA Conference, Anchorage, 16-17 October, 1975,

J.A. Galt and Thomas T. Royer.
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The Use of a Diagnostic Circulation Model for Oil Trajectory Analysis,

EPA/API/USCG Oil Spill Conference, New Orleans, March 7-11, J.A.

Galt and Carol H. Pease. (1977)

Circulation Studies on the Alaska Continental Shelf Off the Copper

River Delta, NOAA/ERL Technical Report, March 1976, J.A. Galt.

Investigation of Physical Processes, J.A. Galt, The AMOCO CADIZ

Oil Spill, NOAA/ERL Report, Wilmot N. Hess, Editor. (1978)

A Numerical Investigation of the Bering Sea Circulation Using a

Linear Homogeneous Model, NOAA Draft Technical Report, Y. J.

Han and J.A. Galt.

Development of a Simplified Diagnostic Model for the Interpretation

of Oceanographic Data, NOAA Technical Report ERL 399-PMEL-25,

1975, J.A. Galt.

A Finite Element Solution Technique for a Diagnostic Shelf Circulation

Model, NOAA/ERL/PMEL Technical Report (submitted) G. Watabayashi

and J.A. Galt.

A Linear Decomposition of a Diagnostic Shelf Circulation Model and

Discussion of Alternate Boundary Condition Formulations, NOAA/ERL/

PMEL Technical Report (submitted), J.A. Galt and G. Watabayashi.

A Synoptic Climatology for Surface Winds Along the Southern Coast

of Alaska, NOAA/ERL.PMEL (Draft Tech Report), J.E. Overland and

T.R. Hiester.

Since some of these papers are still in draft form, and thus not gen-

erally available, they have been included as appendices to this report.

This collection covers selected aspects of the spill trajectory investi-

gations that have been carried out by the Numerical Studies group. A

more complete coverage of their activities carried out under RU#140 is
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contained in the annual reports of the last four years.

The first of these, "Physical Oceanography Contribution to the First

Annual Report" by J.A. Galt (July, 1975), was an attempt to collect the

contributions of D. Barrick (WPL), D. Halpern (PMEL), S. Hayes (PMEL),

R.M. Reynolds (PMEL), T. Royer (IMS) and J. Schumacher (PMEL) to produce

an initial synthesis from the NEGOA area, concentrating on a description

of regional dynamic processes.

The next annual report, "Numerical Studies of Alaska Region" RU#140,

146, 149, 31 (June 1976) by J.A. Galt, describes the conceptual design

of a general oil spill trajectory model, a stochastic dispersion experiment

based on NEGOA winds, the ice problem in the Beaufort Sea, initial diagnostic

model experiments for NEGOA, and some results from preliminary modeling

studies in the Bering Sea. A study of the circulation off the Copper

River and a bibliography of sea ice papers were also included as part

of that report.

The third annual report by J.A. Galt, J.E. Overland, C.S. Smyth,

Y. J. Han and C.H. Pease (June 1977) describes a conceptual advanced

trajectory model, a series of trajectory modeling experiments run for

the NEGOA area, initial diagnostic model studies of the Kodiak region,

an investigation of the use of small scale planetary boundary layer models

to predict surface wind patterns, additional results from modeling studies

of the Bering Sea circulation, and an analysis of computer requirements

for a trajectory graphics system.

The fourth annual report "Alaska Numerical Modeling" by J.A. Galt,

J.E. Overland, R.J. Stewart, C.H. Pease and M. Hitchman (May 1978), described

the continuing analysis of the diagnostic circulation model, concentrating

on the formal decomposition of the linear model equations. In addition,
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available data sets for running NEGOA trajectory analysis studies were

identified, and strategies for forming environmental libraries were described.

That report also discussed weather typing experiments being carried out

for the Alaska region.

The four years of numerical studies that have been carried out have

seen the development of a consistent and balanced approach for the study

of pollutant trajectories. This approach combines both theoretical work

and empirical data so that the underlying dynamics responsible for particular

physical response can be clearly identified. It is now possible to assemble

the various components and to carry out a serious analysis of regional

trajectories for an OCS region. The following report is a demonstration

of the techniques developed in RU#140 applied to the investigation of

trajectories in the Northeast Gulf of Alaska.

In addition to the principal authors of this report significant support

was given by other Numerical Studies personnel: Clifford Fridlind, Gary

Torgrimson, Debra Payton, Curtis Mobley, Jon Nestor and Y. J. Han. Contract

help was received from Thomas R. Hiester and Betty-Ann Morse. Students

also contributed to individual sections, including Eric Raisters, Glen

Watabayashi, Matthew Hitchman, John DeVault, Rita Chin and Mark Bjornson.

We would also like to acknowledge help from Carl Pearson (Coastal Physics,

PMEL) in the preparation of field data for model input.
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1. Introduction

The following report documents a series of studies that have been

carried out as part of OCSEAP, RU #140. This research represents a

multi-year effort that has been carried out by scientists in the Numerical

Studies group at the Pacific Marine Environmental Laboratory of NOAA/ERL.

The general subject addressed by OCSEAP Research Unit #140 is best des-

cribed as numerical, or computer oriented, techniques for the interpolation

and synthesis of environmental data to present a composite analysis

of pollutant trajectories. In carrying out this work many different

approaches have been used. Fundamental research in meteorology, oceano-

graphy, statistics and computer science have all played a part. Additional

use has been made of empirical data sets made available through the

continous efforts of other OCSEAP investigators and their predecessors.

In all of these component studies underlying dynamic principles have

been identified. Formal solutions have been combined with observational

information in such a way as to yield optimum coverage of expected environ-

mental situations. It has been felt that this approach offers the best

opportunity, using regional information, to obtain a consistent and

conceptually balanced bases for trajectory analysis.

As with any research, not all of the proposed paths lead directly

to the objectives. Thus some of the studies carried out during this

project do not see their way into the final synthesis. Also to be considered

is that alternate dynamic formulations are often considered while zeroing

in on a useful regional representation. The final procedures and combinations

of dynamics and data will be chosen from the available techniques so

as to focus on the immediate area of concern. The following chapters

of this report are a detailed case study of pollutant trajectory analysis

for a specific region, the Northeast Gulf of Alaska.
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Among the processes that are likely to control the movement and

spreading of spilled oil, some of the first thought to come into play

are due to the wind. The wind actually enters the problem in several

distinct ways. The wind generates a local surface wind drift, which

advects any floating pollutants. In addition the local wind transfers

momentum to floating oil indirectly through wave and stress interactions.

Although neither one of these local wind effects is completely understood,

the net movement of the oil can be reasonably well parameterized in

terms of the wind. The wind also enters the trajectory problem through

the regional forcing of the shelf circulation. Here the wind across

the shelf sets up the sea surface slope, creating a pressure gradient

that drives the flow. To fulfill these requirements for both regional

wind patterns and for detailed local wind vectors, a meteorological

study of the NEGOA region was carried out and is described in the second

section of this report. In developing these NEGOA wind patterns a number

of techniques were applied to various data sets, with the results converging

towards the development of a single set of patterns capable of representing

all the meteorological situations that could be expected for the region.

Starting with large scale pressure data, as represented on synoptic

weather maps, an investigation was carried out to identify the dominant

weather types. This was done subjectively by a visual comparison of

a large number of daily maps. Upon completing this phase of the study,

the results were compared to previous subjective typing studies that

had been carried out for the entire Alaska region. Then objective typing

techniques were considered, with the eventual choice of pattern correlation

methods over other methods of pattern recognition (empirical orthogonal

functions and factor analysis) primarily because of time constraints.
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Small scale local wind patterns have been investigated by concen-

trating on the processes that modify the larger scale synoptic patterns

in the planetary boundary layer and in coastal regions. Included in

these studies were the results of one- and two-dimensional boundary

layer models, as well as the results of observational studies of coastal

winds. The final wind patterns chosen to represent the NEGOA region

are based on the large synoptic patterns (types), with local wind vectors

derived by the careful subjective application of the information obtained

from the boundary layer studies.

After establishing the required characterizations of the representative

wind patterns for NEGOA, the determination of regional current patterns

can be made. Currents enter into the pollutant trajectory problem as.

a process that simply advects floating material. The description of

the regional currents must include considerations of the bathymetry,

stratification and major dynamic forcing. To include these effects,

a diagnostic shelf circulation model has been used. This model assumes

that the currents are a combination of geostrophic and Ekman flows.

The density field, bottom topography, and winds are the independent

variables; the model solves for the sea surface elevation.

The application of the diagnostic model is greatly simplified by

the decomposition of the resulting flow into density-driven and wind-

driven components. This procedure and its application to the NEGOA region

are described in section three of this report. The partitioning of

the model dynamics makes it possible to easily identify the regional

response associated with each of the individual forcing mechanisms.

A bathystrophic balance between the regional winds and the sea surface

set-up is assumed and with this assumption it is possible to derive
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regional current patterns corresponding to each of the climatological

wind patterns described in Section Two. This approach insures that

the currents have two very important characteristics. First that they

are directly related to the large scale climatological forcing, for

which long historical records are available. And second, that when

used in conjunction with the wind patterns in a pollutant trajectory

analysis, the appropriate wind-current correlations for the region are

preserved. The correct representation of these correlations is essential

for obtaining realistic trajectory statistics for regional assessment

investigations.

The pollutant trajectory model used in the study of the NEGOA region

is a series of algorithms which incorporates the regional wind, current

and geography information into appropriate parameterizations. The model

predicts the sequential displacements of a floating mass of hydrocarbons,

and presents the results in a suitable graphical format. The algorithms

require various time series records for the specific periods of time

for which investigations are desired. These records contain a progression

of climate types, as well as wind and current data, from single keying

(or scaling) stations. Conceptually, all of the wind, current and time

series data can be thought of as a regional environmental library which

the trajectory algorithms must access. The actual numerical development

of this library, with a description of file structure and data packing

strategy, is described in the fourth section of this report.

Both the wind pattern and current pattern information have been

developed in terms which describe the flow only in a relative sense.

To obtain the absolute winds or currents it is first necessary to identify

the pattern that most closely represents the synoptic situation. Then
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the observed winds from a station within the model region are used to

scale the entire wind pattern; the currents are scaled by the square

of the wind speed, consistent with the bathystrophic assumptions used

in the diagnostic model decomposition. This procedure yields a consistent

series of wind and current data for every location within the model domain

and reflects the appropriate climatology as well as the smaller scale

region dynamics. What is not included in these pattern keying strategies

is the higher frequency variations (which are unresolved by the 12 hour

weather maps). Such time dependent scales of motion are not dynamically

represented in either the wind or current model studies, and their effects

must be modeled as uncertainties, or pseudo-random displacements. The

higher frequency information from wind and current records is compared

with model predictions, and the deviations are taken as a measure of

uncertainty. The details of this keying strategy application and the

statistics of the observed residual winds and currents are examined in

section five of this report.

The sixth section of the report documents examples of pollutant

trajectory investigations. Two specific time periods are considered:

summer, 1974 and winter, 1975. These are presented as examples of the

model and library concept and make no attempt to present a statistical

assessment. The components are complete and such a study could be carried

out with the existing meteorological data. The analysis incorporates

all of the system components described in the previous sections of the

report. The examples use climate pattern sequencing from weather maps

during the period in question, with the definition of local winds and

currents corresponding to the synoptic situation scaled by observations

at Middleton Island. High frequency variations in the observed records,
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which are not explicitly included in the model formulation are incor-

porated into the trajectory algorithms and give a realistic estimate

of composite uncertainty in the analysis.

The final section in the report presents conclusions and recommendations

based on the numerical studies carried out in RU #140 and in the NEGOA

study.
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2.0 NEGOA Wind Fields

2.1 Introduction

This section describes a synoptic climatology to estimate surface

winds over NEGOA for trajectory calculations coupled with the ability

to provide frequency of occurrence information from the meteorological

record. It is an abbreviated version of the appended draft technical

report (Overland and Hiester, 1978). A synoptic climatology is a collection

of generalized quasi-steady states of the atmosphere which are frequently

observed or a continuum of states along particular storm tracks. Weather

types aim to maintain the range of synoptic variability while grouping

daily weather maps which have the same basic meteorological structure

but slightly different locations or intensities. A synoptic climatology

differs from calculation of means in that it specifies specific type

patterns, such as a high or low pressure center, which could occur on

any given day rather than forming an average over several possibly different

sequential daily maps.

It should be recalled that atmospheric modes are continuous in time

and that synoptic systems differ in size and intensity throughout their

individual life cycle and from one storm to the next. Given the assumption

that classification is possible, our approach regards patterns of weather

circulation as implicit functions of the static sea level pressure distribution

(Barry, 1972). It differs from a kinematic approach in which synoptic

weather maps are classified in terms of principal storm tracks. The

former approach is most appropriate in regions where a proportion of

features form and/or decay in situ or are persistent. Since the Gulf

of Alaska is often the decay center for storms in the Pacific, the static

approach is taken as a working hypothesis. Western Europe and the East
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Coast of the United States are examples where a kinematic approach would

be more appropriate.

There are two approaches to map typing which can be referred to

as objective (or at least automated) and subjective. Objective typing

can be considered a pattern recognition problem involving digitized weather

maps. Such techniques are generally based upon principal component analysis,

factor analysis and their close relatives (Kendall and Stuart, 1972),

or pattern correlation techniques (Lund, 1963). General objective tech-

niques are being investigated as a companion study to the research reported

here. The subjective approach involves assigning daily weather maps

into different categories by a synoptic meteorologist. A rationale for

subjective typing is that in order for patterns to be successful the

underlying meteorological processes leading to these patterns should

be recognizable.

Six subjectively derived weather types have been established for

the Northeast Gulf of Alaska (NEGOA) - Kodiak Island region, which are

subdivided into twelve subtypes. These six patterns were derived from

combining and modifying patterns from two previous studies by Sorkina

(1963) and Putnins (1966), subjective analysis of fall 1977 - summer

1978 sea level pressure charts from the National Meteorological Center,

and post modification of patterns based upon daily typing of candidate

patterns. Post analysis indicated the necessity of including subtypes.

Subtypes within a type contain the same general distribution of features

and meteorological basis but represent slight variations in locations

of features which cause changes in the orientation of the geostrophic

wind at the central location of the NEGOA coastline.

The digitized sea level pressure grids for the northern hemisphere pro-

duced by the National Meteorological Center (Jenne, 1975) are an additional
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source for this study. These fields are available for 1968-1975.

Each subjective subtype was digitized on the same mesh as the Meteorological

Center grid for twenty-four common points. A daily map may then be quickly

typed by computing its correlation with each of the subjective types. Such

a procedure forms the basis for percent coverage and transition probability

calculations for various types.

The second approach to typing considered in this report consists of

applying the pattern correlation technique (Lund, 1963) to the digitized

daily weather maps. The pattern correlation technique consists of forming

the correlation of each day with all the other days during the year.

The days with the highest number of correlations greater than a prescribed

cutoff value with type A are removed and the procedure is repeated to find

type B; the analysis is continued until the data are exhausted. This

procedure is applied to NEGOA as an independent check on the subjective

typing.

The relations of the surface wind fields over coastal waters of Alaska

to geostrophic winds are complicated by coastal blocking, extensive air

mass modification and mesoscale features induced by coastal topography.

The available density of station data does not provide the resolution

of the spatial variation of the wind field over the water for input to

trajectory calculations. As an alternative we have developed local wind

fields on a 7½ minute latitude by 15 minute longitude grid which are

the assumed local winds that occur with each synoptic scale subtype.

These local patterns use a single point planetary boundary layer model

proposed by Cardone (1969) to compute surface stress from the geostrophic

wind, including corrections for thermal influence, and modify the near

shore wind field based upon the field program of Reynolds, et al. (1978).
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2.2 The Six Surface Weather Type Patterns

The six types represented by twelve subtype patterns as described

in the attached draft technical report are summarized by Table 2-1. All

22 of Putnins' patterns can be incorporated into these slightly more

general patterns, and most of the 77-78 surface maps subjectively resemble

one or another of the twelve subtypes.

To determine pattern frequencies automated sea level pressure analyses

over the northern hemisphere produced at the National Meteorological

Center (NMC) were obtained for 1968-1975. A subset of 24 grid points

was extracted from each 12 hour map for the NEGOA region. Each subjective

subtype was also digitized to provide sea level pressure values at each

of the 24 grid point locations. The correlation was then computed between

each map and the twelve subtypes to determine the pattern for each 12

hour weather map:

24 \ 24 24
r[subscript]it= [FORMULA]

where P[subscript]im and P[subscript]tm represent the deviation of pressures from the map average

for date i and type t at grid point m. The weather type with the largest

correlation is assigned to that map. The magnitude of the correlation

is recorded along with the type.

The percent of occurrence of each type by year and season are listed

in Table 2.2 and graphed in Figure 2-1. The Aleutian low (pattern 2.0)

is dominant in all seasons. Pattern 3.0 (high in the interior of Alaska)

is confirmed as a winter pattern and the east Pacific high pressure as

a summer pattern. Lows to the north (pattern 4) peak in summer and lows

to the southeast (pattern 6) peak in winter. The same tables also list
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TABLE 2.1



TABLE 2.2

TRANSITIONS FROM INITIAL TYPE TO FOLLOWING TYPE

Based on 12 Hourly Analyses 1968-1974
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Figure 2-1. Percentage of occurrence of synoptic weather type by season.
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transition probabilities. The large diagonal components, many over 50%

are an indication of persistence of each pattern.

Figure 2-2 plots the percentage of days from the 1968-1973 record

which could be typed by at least one of the patterns at a given threshold

value of the correlation coefficient. Approximately 75% of the record

can be typed by subjective patterns with a correlation of 0.7 or better.

The figure also shows results for types generated by the pattern correlation

technique applied to 1974 data. The final curve is typing the 1968-1973

data against ten daily maps drawn at random from 1974.

2.3 Local Wind Fields for NEGOA

This section discusses the generation of local wind fields from

surface pressure pattern types described in section 2. For use in the

oil spill trajectory calculations all local wind speeds within a pattern

will be scaled against an anemometer record. Therefore, the primary

aim is to produce wind fields showing local direction and relative mag-

nitude. Computation began by computing gradient wind speeds and directions

from the patterns on a uniform set of grid points over the localized

area. The grid consisted of 800 boxes; each box was 7½ minutes in latitude

by 15 minutes in longitude. At 60°N the boxes were 13.89 km on a side.

We assumed a thermal structure for the marine planetary boundary

layer (PBL) so that the baroclinicity of the PBL was consistent with

an ideal storm structure and climatology. Isotherms were drawn to reproduce

the climatological large scale temperature gradient from the OCSEAP atlas

(Brower, 1977) and then distorted to be consistent with storm structure

packing the isotherms in frontal zones. Actual fronts were not created

so as not to over-specify the generalized storm. From the isotherms,

the magnitude and direction (relative to the surface geostrophic wind)
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Figure 2-2. Percentage of 12 hour NMC pressure fields typed by the
subjective approach, the two pattern correlation types
and the average of eight sets of ten maps drawn at random
from the NMC data set for 1974.
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of the baroclinic field (thermal wind) were determined. The distribution

of air-sea temperature difference was also assumed for each pattern,

also drawing on idealized storm structure and climatology.

Cardone's (1969) Ekman layer model was used to provide the friction

velocity u[subscript]* and cross isobar flow angle [alpha]. The inputs required are the

gradient wind speed, G, the magnitude of the PBL horizontal temperature

gradient, v[bar]T, the angle between the surface gesotrophic wind and the

thermal wind, n, and the air-sea temperature difference [delta][theta].

Surface stress was converted to a neutral stratification 10 m surface

layer wind speed. Only constant drag coefficients or drift factors should

be used with these winds as wind speed and stability corrections are

already included.

By comparing the baroclinic, stability dependent 10 m wind field

with a wind field based on a constant u[subscript]*/G = 0.025 for pattern type 1.0,

the effects of stability and baroclinicity are about 15%.

Within 50 - 100 km of the coast where Cardone's model is inappropriate,

primary guidance was taken from actual measurements and descriptions

of coastal processes reported in the draft NOAA Technical Report, "Coastal

Meteorology in the Gulf of Alaska, Icy Bay to Yakutat Bay" (Reynolds,

Hiester, Macklin, 1978). That report dealt only with the Icy Bay to

Yakutat coastline but the following principles of that area were applied

to the remainder of the NEGOA coastline.

Planetary boundary layer air piles up against the sides of coastal

mountains when the incident winds are obliquely onshore. A pressure

gradient forms normal to the coastline which establishes a longshore

geostrophic flow. This orographic forcing is part of the reason the

low pressure systems stagnate in the Gulf of Alaska. The length scale
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of the seaward extent that the deviation from the incident geostrophic

flow is discernible is poorly understood. The length scale probably

depends on the angle between the initial geostrophic flow and the coast,

and the speed of an impinging pressure system. There are indications

that the length scale may sometimes exceed 100 km.

Near the surface and nearshore, the winds are not in geostrophic

balance and blow at an angle to the coastline. Within 20 km of the coast,

the winds can have an offshore katabatic component due to drainage of

denser air from the mountain valleys and glaciers. This is an almost

permanent feature in winter but occurs mainly at night in the summer.

Winds nearshore also respond to the coastal discontinuity in frictional

drag creating an offshore wind component when there are longshore easterlies

in NEGOA and an onshore component for longshore westerlies.

Figure 2-3 shows the wind speed and direction measured from an aircraft

in a line directly offshore of the Malaspina Glacier. Nearshore winds

were blowing from the NNE, slightly offshore and out of Yakutat Bay,

while 50 km offshore, the winds were from the SE. Where the offshore

and the onshore winds merged, the flow accelerated and formed a coastal

jet 10 to 30 km offshore and parallel to the shore. That was the best

example measured, but we believe the jet is a frequently occurring feature.

The sensitivity of the jet to variations in meteorological parameters

remains unknown.

In winter the winds nearshore are persistently offshore but in summer

the drainage winds are weak and easily overcome by an onshore push.

There is a deceleration as the shore is approached. Data from EB-70,

EB-43, and an anemometer at Pt. Riou (on the shore at the western tip

of the Malaspina Glacier) were used to scale these decelerations.
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Figure 2-3(a). Wind speed as a function of offshore distance
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Figure 2-3(b). Direction of the 30 meter wind as a function of
offshore direction.
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After using the above principles to modify the coastal winds, the

wind fields were smoothed. A nine point smoother was used on all grid

boxes that were at least one box away from the shore.

Finally, the divergence at each grid point was computed for every

wind field. The contours of the divergence field (x 10[superscript]5) for type 1.0

are shown in figure 2-4. The values at the coastline cannot be taken

too literally as the wind vectors only represent the over water wind.

The figure provides confidence in the overall method. There is convergence

(of sensible magnitude) at the center of the storm, divergence behind

the cold front, and convergence just off the coast where onshore flow

meets katabatic flow.

Thirteen velocity fields for the synoptic subtypes described in

section 2 are shown at the end of this section as figures A through M.

The length of each arrow is a measure of the relative wind speed, and

each arrow points downwind.

Synoptic pattern 1 represents a low pressure system contained within

the Gulf of Alaska by coastal mountains. This pattern was broken down

into four subtypes corresponding to four positions of the storm center

as it migrates through the Gulf. Figure 2D is the vector plot for type

1.3 with the storm center at 57°N and 152°W, just east of Kodiak Island.

The topographical forcing of the boundary layer is not yet strong so

the flow near shore, in the mid to western portions of our grid is onshore.

Near the shoreline and at the surface (not necessarily repesentative

of the entire depth of the PBL) there is offshore katabatic flow. Fed

by surrounding tributaries, the drainage flow is deeper in the estuaries

such as Yakutat Bay and hence dominates the wind fields in those regions.

Whenever flow encounters land it decelerates and turns toward lower pressure.
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Figure 2-4. Divergence field calculated from the local wind field for type 1.0.



For example, the winds that blow across Kayak Island are retarded and

deflected to the south. The air accelerates around the southern tip

of the island to rejoin undisturbed flow on the lee side. The winds

are also generally slowed by the landforms at the entrances to the Copper

River Delta and Prince William Sound, however some passes channel and

accelerate the flow.

Figure 2B is the wind field for type 1.1 when the storm is centered

at about 50°N, 148°W. The considerations are similar to those documented

for type 1.3.

The archetype for this series, type 1.0, is shown in figure 2A.

As the storm moves eastward into this position the orographic forcing

of the PBL becomes strong, especially in the Yakutat to Kayak Island

region. There the offshore flow (katabatically, frictionally and topo-

graphically forced) meets the onshore flow and the two form an alongshore

jet. The winds blowing offshore in the western portion of the grid accel-

erate from their nearshore speeds up to their open ocean speeds, causing

some divergence there.

Figure 2C shows the wind field for type 1.2. The storm is at it's

eastern extreme; at about 58°N, 141°W. The alongshore jet is mostly

east of our grid region but is visible entering the region at the eastern

border. The jet quickly dissipates in the difluent region in the northwest

quadrant of the storm.

Type 2 represents an Aleutian low. The local wind field is shown

in figure 2E. There is also an alongshore jet for this type. Since

the flow in the eastern part of the grid is roughly alongshore, there

is no alongshore acceleration there. The jet forms between Icy Bay and

Kayak Island where the geostrophic flow is more directly onshore. The

confluence at the mouth of the Yakutat Bay and the deceleration windward
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of Kayak Island cause those areas to be convergence centers. There is

relief behind Kayak Island where the winds turn northward to almost be

in geostrophic-frictional balance before encountering the drainage winds

in the Copper River area. The winds are slowed by the land masses in

the Cape Hinchinbrook region, but are not blocked by them. Figure 2F

represents an autumn case of type 2.1 with a remanant of high pressure

to the east.

We have split the synoptic type 3 into two cases. Type 3.0 (figure

2G) is the usual case where the anticyclone over the Yukon dominates

the NEGOA area. This is typically a time of clear skies. Radiational

cooling of the land surfaces causes katabatic flow, especially off of

the Bering, Malaspina, and Hubbard Glaciers. East of Yakutat, the winds

accelerate offshore making it a region of divergence. From Yakutat Bay

to Kayak Island there is convergence of katabatic and alongshore winds.

West of the Bering Glacier is another region of divergence. The winds

blowing from the Copper River delta hit Hinchinbrook and Montague Islands

quite obliquely, so we show the air blowing roughly parallel to those

shores and around the islands to the south rather than making the more

energy consuming trip over the tops as in the previously described types.

The eastern shores of these islands are, therefore, in a covergent region.

Type 3.1 (figure 2H) allows for the reported cases of very strong

(50 to 100 knots) winds near shore along the NEGOA coast. The surface

pressure pattern is virtually indistinguishable from that of type 3.0.

The air northeast of the coastal mountains is very cold throughout a

very deep layer; i.e., the 1000-500 mb thickness is less northeast of

the mountains than in the Gulf. When the reservoir of cold air gets

deep enough, the cold air spills through the mountain passes like water
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over a dam. The low temperature is somewhat maintained (against adiabatic

warming during descent) by flow over the radiationally cooled icefields.

Large velocities build up as the air drains out of the prominent valleys.

We have allowed strong winds to blow out of the Alsek River Valley, Yakutat

Bay, Icy Bay, off the Bering Glacier, and from the Copper River Valley.

The Icy Bay winds are strongest and actually blow off the Malaspina

Glacier just east of Icy Bay. Guidance for this location came from

a preliminary meteorological model run (Overland,et al. 1977). We assumed the

core of strong winds would totally mix with the ambient air about 100

km downstream of the shore. Most cores turn to the right as they mix

with the ambient flow. The Bering Glacier and Copper River winds meet

and mutually interfere.

Synoptic pattern 4 is a summertime case when a large low pressure

system over central Alaska dominates with the Pacific high retreating

to the south. It is also observed if the Aleutian low (type 2) drifts

north. In the local wind fields (figure 2I and 2J) we weaken the katabatic

flow off the ice (the land surfaces may be warmer than the ocean), and

the land-sea frictional differences encourage onshore flow. The winds

also blow up estuaries, unlike previously described cases.

Synoptic pattern 5 represents the predominant summer case of the

Pacific anticyclone. The local wind fields, shown in figure 2K and 2L

were treated similarly to type 4. There is some topographical forcing,

however, as the isobars are slightly packed on the eastern side of the

high. The central area of the high is divergent with the onshore flow

at the coast being convergent.

Synoptic type 6 represents the low pressure center west of the Queen

Charlotte Islands. Frequently this low stagnates and fills in place,
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but it also may move NNW into the Gulf of Alaska and become type 1.2.

The local wind field (figure 2M) is divergent over most of the NEGOA

grid. Guidance in scaling the small horizontal variations for this pattern

was taken from aircraft measurements made under similar synoptic conditions,

reported in the Reynolds et al. report.

2.4 Weather Typing for the Trajectory Calculations

July-August 1974 and February-March 1975 are the two periods for

the sample trajectory calculations. The hand drawn sea level pressure

analyses from the National Meteorological Center were visually typed

every twelve hours through these periods (Table 2.3 and 2.4).

Figure 2-5 shows the direction of the local wind (meteorological)

at Middleton Island for each weather type as inferred from figures 2A -

2M. For comparison the anemometer record at Middleton Island during

the sample periods was stratified by synoptic type. Vector mean winds

were then computed within each type and plotted for the winter period

on figure 2-5 and for the summer period in figure 2-6. A similar plot

for winds at EB-33 in winter is shown in figure 2-7. A discussion of

wind residuals as compared to Middleton Island and EB-33 winds is

presented in section 5.
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Table 2.3
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Table 2.4
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Figure 2-5. Direction of local wind
types at Middleton Island.
Dots represent the vector
mean observed wind at Mid-
dleton stratified by subtypes
for the February-March 1975 period.
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Figure 2-6. Same as 2.5, but for the
July-August 1974 period.

101



Figure 2-7. Same as 2.5 for buoy EB33.
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Figure 2A



Figure 2B



Figure 2C



Figure 2D



Figure 2E



ALEUTIAN LOW IN SUMMER CASE 2.1

Figure 2F



HIGH OVER YUKON CAUSING EASTERLY WINDS OVER NEGOA CASE 3.0

Figure 2G



SAME SURFACE PRESSURES AS 3.0 BUT HIGH (<50kTS) KATABATIC WINDS CASE 8.1

Figure 2H



Figure 21

SUMMER LOW OVER CENTRAL ALASKA CASE 4.0



SUMMERTIME INTERIOR LOW OVER YUKON CASE 4.1

Figure 2J



SUMMER PACIFIC ANTICYCLONE CASE 5.0

Figure 2K



Figure 2L



LOW STAGNATING JUST OFF COAST WEST OF QUEEN CHARLOTTE ISLANDS CASE 8.9

Figure 2M
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3.0 Analysis of Northeast Gulf of Alaska Current Patterns

3.1 Introduction

The Northeast Gulf of Alaska (NEGOA) area is situated in the northern

bight of the Gulf of Alaska, with the present area of interest centered

on the continental shelf between Yakutat and Montague Island (figure

3-1). The shelf topography is quite complex with many small and intermediate

scale features (5-50 km). On a large scale the shelf is relatively narrow

east of Kayak Island and comparatively broad west of that point. The

shelf break as indicated by the 100 fa. contour (figure 3-1) is irregular

and gives the shelf domain a very complex shape. The coastal morphology

is dominated by mountains, and the weather patterns and coastal winds

show evidence of significant orographic influence. For many years this

region saw very little in the way of systematic oceanographic studies,

but with the advent of potential offshore gas and oil development a series

of studies was initiated. These have included the repeated mapping of

state variables with CTD or STD cruises, moored current meter deployments,

Lagrangian drifter studies, installation of bottom mounted pressure

gauges, coastal meteorological studies, and the placement of large weather

buoys within the study area.

Early studies have shown the relationship of the NEGOA area to the

larger scale current of the Gulf of Alaska (Favorite, et al. 1976). More

detailed studies of the shelf circulation proper were presented by Galt

(1976) and regional hydrology has been discussed by Royer (1975), Galt

and Royer (1975), and Royer (1978). The relationship between the bottom

pressure distribution across the shelf off Icy Bay and the local currents

has been investigated by Hayes and Schumacher (1976) and Hayes (1979).
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Figure 3-1. Northeast Gulf of Alaska study area. Depth contours shown in
fathoms. Dotted contour represents 50 fathom curve.



The Lagrangian current measurements from drogue studies have been described

by Royer, et al. (1978). In addition to these recent oceanographic studies,

the regional meteorology has also come under scrutiny. The coastal region

has been investigated by Reynolds, et al. (1978) with particular attention

being directed towards the description of the nearshore wind regime.

Starting with earlier work by Putnins (1966), Overland and Hiester (1977)

extended the climatology for the Gulf of Alaska with weather typing studies

concentrating on the definition of a set of inclusive patterns for the

synoptic scale pressure field and their relationship to the regional

wind fields.

All in all a great deal of new information has become available

about the NEGOA region within the last few years, and it is now possible

to qualitatively describe many of the features of the general flow.

In addition a number of dynamic processes have been identified and in

some cases can be quantitatively documented. The off shelf region is

under the continuing influence of the general Gulf of Alaska circulation,

and its baroclinic signature is clearly evident over the continental

slope and shelf break. Coastal run-off and precipitation also induce

baroclinic fields that are clearly seen to influence the near shore region

over the shelf. Over the shelf proper the regional winds set up a barotropic

response which has a much shorter adjustment period than is evident in

the internal density field and in the resulting density driven currents.

In all cases the irregular bathymetry appears to have a significant effect

by channeling the flow.

Despite our greatly improved documentation of the Northeast Gulf

of Alaska region and the contributions that many of the authors have

made, there are still some significant gaps in the overall understandings
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of regional dynamic processes and in the description of the currents.

The object of this study is to address one particular facet of this problem:

the spatial distribution of the surface currents. Most of the oceanographic

information that has been gathered for NEGOA has been Eulerian in nature,

giving dense temporal coverage at a single location. The regional studies

have, for the most part, concentrated on the definition of dynamic processes

and not on the deliniation of flow patterns. Two exceptions were the

Lagrangian drifter experiments (Royer, et al. 1978) and the numerical

trajectory experiments (Galt, 1976), but these were limited in coverage.

In this report a more general approach to the study of Northeast

Gulf of Alaska current patterns is attempted using a numerical circulation

model. The model is a finite element diagnostic formulation developed

by Galt (1975). The details of the numerical techniques and program

for the model solution are described by Watabayashi and Galt (1978).

The dynamic partitioning of the model and recommended strategies for

its use, along with an example, are presented by Galt and Watabayashi

(1978). The model dynamics are a simple linear combination of geostrophic

and Ekman currents formulated for an arbitrarily shaped continental shelf

region. The geostrophic flow is made up of both barotropic and baroclinic

(internal and external) modes, and the Ekman dynamics leads to the inclusion

of both upper and lower frictional boundary layers.

The dynamics included in this formulation has been the subject of

many studies in the past. The problem for homogeneous water and enclosed

basins was first addressed by Welander (1956). More recent studies for

simplified geometries have been carried out by Pedlosky (1974) and Csanady

(1978). Pedlosky's work introduces the possibility of coastal boundary

layers subject to a more complex dynamics than is represented by the
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simple formulation considered in this study. For regions that are dominated

by these side wall boundary layers one may expect the present results

to be deficient. Scale analysis suggests that the influence of these

layers is confined to within a few tens of kilometers of the coast, and

by implication there is a corresponding band in which the solutions may

be considered incomplete. A finite difference formulation of a diagnostic

model for shelf circulation has been developed by Hsueh and Peng (1978).

Their results are applicable to relatively simple shelf configurations

for which the dynamic influence of depth variations is limited to one

dimension, normal to the coast line. In addition, however, these authors

do present a section discussing the time dependent form of the equations,

where the terms responsible for shelf waves are scaled.

In this work it will be assumed that the steady state form of the

diagnostic model equations is valid. This implies a number of things.

To start with the density field, which is specified by a set of hydrographic

cruises, is assumed to give synoptic distributions which can be considered

fixed for time periods on the order of a month. This assumption is amenable

to test, both in the NEGOA data and through related diagnostic model

studies carried out by Hann (1978). In general it seems that the baroclinic

shears are well represented by the fields for periods of a week or so

and can be considered as representative, but not correct in detail, for

longer periods. The barotropic wind set-up response of the region is

also assumed to be in steady state balance, but not necessarily the same

for all time. This brings in the second set of assumptions about the

modeled current patterns. The adjustment of the barotropic response

to the regional wind patterns (sea surface set-up) is assumed to be contin-

uous. This means two things. First of all the flow is quasi-geostrophic
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at all times (except within the Ekman layers). And second, the adjustment

process is smooth enough so that energetic shelf waves are not generated.

This second assumption is somewhat more restrictive than the first. An

examination of smoothed current meter records (Galt, 1976) from the NEGOA

region show directional oscillations around the mean flow that may well

be related to shelf wave phenomena. These oscillations are not represented

by the diagnostic model formulation, but they do not appear to dominate

the flow. And to the extent that they are linear, the oscillations

will not even interact with the dominant and most energetic patterns

that the model does represent.

The following sections will present the diagnostic model analysis

of Northeast Gulf of Alaska current patterns subject to the caveats that

(1) only time scales in excess of what are needed for quasi-geostrophic

assumptions are considered, (2) shelf waves are not represented, (3)

baroclinic shears may not be correct in detail beyond a few weeks of

the time they were observed, and (4) within the immediate vicinity of

the shoreline additional side wall boundary layers may contribute signifi-

cant components to the flow.

3.2 Model Decomposition

In this section the linear decomposition of the diagnostic model

equations will be briefly reviewed, and the relationship of these component

flows to the input data and assumptions will be outlined. A more detailed

description of the linear aspects of model formulation and the rationale

for this partitioning are presented by Galt and Watabayashi (1978).

The basic governing equation for the diagnostic model describes

the dependent variable, the surface elevation as follows:

[FORMULA] (3-1)
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where

E = surface elevation

d = depth

[alpha].= the integral of the density from the bottom to the surface

k*vX[tau] = curl of the surface wind stress

N[subscript]1 = stratification parameter

N[subscript]2 = bottom friction parameter

All of the terms in this vorticity equation are scaled and nondimensional.

The first term represents the vorticity stretching caused by the barotropic

mode, (depth independent) flow created by pressure forces related to

variations in the sea surface elevation driving a bottom Ekman layer.

The second term represents the interaction of the barotropic flow with

the bottom and describes the vorticity stretching caused by the flow

crossing isobaths. The third term represents vorticity stretching of

the baroclinic mode evaluated at the bottom (flow created by the pressure

forces related to the internal mass distribution) driving a bottom Ekman

layer. The forth term represents the vorticity induced by the joint baro-

clinic and bathymetric interaction and is seen to relate to the stretching

caused by the baroclinic component of the flow crossing isobaths. The

last term is the curl of the wind stress, or the vorticity added by the

wind.

To solve this equation it may be noted that the system is linear,

so that a decomposition is possible. Doing this, the following two problems

can be considered:

[FORMULA] (3-2)

and

[FORMULA] (3-3)
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The total solution is just the sum of these two component solutions,

i.e.

E = E[subscript]1 + E[subscript]2 (3-4)

The problem defined by the first of these equations will be referred

to as the wind set-up component. The problem defined by the second equation

will be referred to as the density driven component.

Turning first to the wind set-up component of the flow, it is necessary

to define appropriate boundary conditions and to apply the finite element

solution technique described by Watabayashi and Galt (1978). To develop

these boundary conditions for the NEGOA area a number of assumptions

is made.

As a point of departure the curl of the wind stress will be considered

negligible for the region. This is done for two reasons, first, that

the actual data available on regional wind stress curl on this scale

is practically nil (Bakun, 1973), and second, that the direct local set-

up of the cross shelf sea surface slope by along-shore winds is the dominant

wind forcing. To parameterize the relationship between the wind and

the cross shelf component of the sea surface slope, a bathystrophic balance

will be hypothesized. This assumes that the along-shore component of

the wind stress is locally balanced by the along-shore component of the

water stress, and that the normal component of the sea surface gradient

is in geostrophic balance with the along-shore current. For the linear

stress law hypothesized by the Ekman dynamics this is represented by

[FORMULA] (3-5)

i.e., the sea surface slope normal to the coast is proportional to the

square of the wind speed times the cosine of the angle between the wind

and the.coastline.
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With this suggested balance it now remains to specify how this rela-

tionship is to be applied as boundary conditions. We know that the sea

surface slope imposed at the boundary does not extend seaward indefinitely,

but is confined to the shelf area. As a first approximation it will

be assumed that the forced component of the slope is uniform for a band

extending from the coast to the vicinity of the shelf break. Along the

coast line a zero transport normal to the coast is imposed and along

any open cross shelf boundaries the differential equation is applied

right up to the boundary without additional constraints (the so called

finite element method natural boundary conditions). For a more detailed

discussion refer to Galt and Watabayashi (1978). Thus the wind set-up

forcing is envisioned as a simple linear profile where the sea surface

is undisturbed in deep water, but slopes up or down uniformly across

the shelf (with the slope proportional to the along-shore wind speed

squared), as if hinged at the shelf break. Such a response has been

suggested for other areas in the past (Beardsley and Butman, 1974). In

specific studies of the NEGOA area, Hayes (1979) suggested that such

a linear cross shelf hinge profile accounts for a major segment of the

variance observed in the bottom pressure measurements.

The question of where to apply this hinge profile to drive the wind

set-up response of the model requires careful thought. Obviously the

wind acts as a continuum along the coast line, and at any coastal boundary

point we could impose a uniform slope through a line of stations leading

away from the shore. Solving the model with this single imposed hinge

profile will give the regional response to this type forcing. To combine

a number of these is straightforward, since it is possible to consider

any single hinge profile as the Green's function response to an imposed
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bathystrophic profile at that point.

For example, suppose that

R(x, y, S[subscript]o)

is the model response to a unit amplitude hinge imposed on the coastline

at point S[subscript]O, and that

W(S)

is the distribution of alongshore wind specified along the coastline,

with S being simply distance along the coast. Then the total wind set-

up response will be the superposition

[FORMULA] (3-6)

For the present NEGOA study the numerical approximation to this integral

formulation will be made with six simple hinge modes, each of which is

seen to influence specific segments of the shelf domain.

It should be pointed out that the Green's function formulation outlined

here does not result in a composite pattern that has a uniform cross

shelf profile everywhere. Instead each cross shelf profile is influenced

by its neighbors, taking into account alongshore variations in the wind,

bathymetry, and model dynamics.

A final point to consider with the wind set-up response is that

alternate strategies are possible for determining the relative hinge

weights in the composite patterns. For example, if sea surface elevations

were available at n locations along the coast, the Green's function

integral could easily be inverted to solve for the coefficients associated

with n independent hinge modes, whose composite would satisfy the observed

coastal distribution, consistent with the model dynamics.
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It is now possible to consider the second partition of the diagnostic

mode, the density driven response. This is represented by equation (3-

3). In this equation it can be seen that the density distribution acts

as forcing through two terms: the baroclinic bottom Ekman layer, and

the joint baroclinic - bathymetric interaction. Both of these can be

seen to induce vorticity to the barotropic flow either through cross

isobath flow or through stretching of the water column. This E[subscript]2 component

of the sea surface displacement (barotropic mode) can be thought of as

required by the fact that any given density driven flow will in general

result in some stretching of the water column through these bottom interactions.

In the presence of this stretching some barotropic adjustment is required

to satisfy model dynamic constraints, even in the absence of wind set-

up or forcing.

An examination of equation (3-3) shows that

E[subscript]2 + N[subscript]l[alpha]* = constant (3-8)

is a solution for the interior of the domain, where [alpha]* is the pressure

deviation defined for any region as

[alpha](x, y, z) = [alpha]'(z) + [alpha]*(x, y)

The solution given by (3-8) has a number of characteristics of interest.

Galt and Watabayashi (1978) have shown that this solution corresponds

to a minimum potential energy of the sea surface distribution E[subscript]2 that

is consistent with the model dynamics over an extended open shelf domain.

This minimum barotropic mode forced by the density field has the physical

significance that for an unforced region, with a fixed density distribution,

one would expect the sea surface to relax, or set-down, as much as possible,
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consistent with the dynamic vorticity constraints. It can also be seen

that (3-8) yields a solution which gives a terrain following level of

no motion because the baroclinic and barotropic flow just cancel out

at the bottom over the entire domain. This then is a natural extension

of the level of no motion concepts that are routinely applied in deep

water off of the shelf. Thus the minimum potential energy barotropic

mode can also be seen to represent the minimum bathymetric interaction

mode. It should also be noted that (3-8) is the only possible invisid

solution to equation (3-3), and that as such it is the only possible

unforced, steady state solution that could be expected.

For the NEGOA region we expect a number of patterns which are linear

superpositions of the following responses: (1) wind set-up responses,

which are determined by the wind pattern only (and thus are independent

of the density distribution and are valid for all seasons), and (2)

density driven responses (one response for each density distribution),

which yield a minimum barotropic mode.

3.3 Wind Set-up Response Patterns

The wind set-up response for the NEGOA area will be given by the

solution to equation (3-2). This will be composed of a number of hinge

modes. Each of these will assume a bathystrophic balance over a single

across shelf profile. The coastal boundary will be subject to a no net

transport condition, and off shore in deep water the surface elevation

remains unperturbed. A high resolution grid with approximately two hundred

vertices covers the shelf region between Yakutat and Seward (figure 3-

2) giving increased resolution of the complex bathymetric features. Within

the area of particular interest between Yakutat and Montague Island six

individual hinge modes are investigated (figure 3-2). These have been
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Figure 3-2. Triangle mesh used for Northeast Gulf of Alaska wind set-up
study. Heavy lines represent positions of bathystrophically
balanced hinge modes.

TRIANGULAR MESH FOR DIAGNOSTIC MODEL



chosen in such a way as to obtain a fundamental set that cover the domain.

They are not unique and alternate choices are certainly possible. Nonethe-

less, these suitably cover the region of interest and do not show excessive

overlap, so each can be considered to represent the local influence of

coastal winds. Actual scale analysis and the rationale for choosing

various hinge configurations are discussed in Galt and Watabayashi (1978).

The six hinge response modes for the area of interest are shown in figures

(3-3) through (3-8). These six patterns give the independent degrees

of freedom that comprise the wind set-up for this section of shelf. The

magnitudes associated with these patterns are arbitrary; only the relative

spacial distributions associated with the set-up hinges are shown.

The vector arrows in these figures have been transformed from the finite

element triangular domain onto a regular cartesian grid for ease in inter-

pretation and in subsequent computer library storage.

For any particular distribution of surface winds the six basic hinge

modes described above are combined to give the composite wind set-up

corresponding to that wind pattern distribution. The basic wind patterns

that will be considered are those that have been obtained from the NEGOA

meteorological analysis carried out by Overland and Hiester (1978).

Their research, based on climate typing techniques and local analysis,

has identified six dominant weather types, with a total of thirteen patterns

including sub-types.

For each of these patterns the relative weight factors for the various

hinges are obtained from the square of the wind (scaled to the value

at Middleton Island, since the wind patterns are also arbitrary) at each

hinge point times the cosine of the angle between the local wind vector

and the coastline. In evaluating these relative weighting factors, the

130



BAROTROPIC HINGE 1

Figure 3-3. Bathystrophic wind set-up, or hinge mode one (Yakutat).



Figure 3-4. Bathystrophic wind set-up, or hinge mode two (Icy Bay).

BAROTROPIC HINGE 2



BAROTROPIC HINGE 3

Figure 3-5. Bathystrophic wind set-up, or hinge mode three (Kayak Island).



Figure 3-6. Bathystrophic wind set-up, or hinge mode four (Copper River).

BAROTROPIC HINGE 4



BAROTROPIC HINGE 5

Figure 3-7. Bathystrophic wind set-up, or hinge mode five (Hinchinbrook Island)



BAROTROPIC HINGE 6

Figure 3-8. Bathystrophic wind set-up, or hinge mode six (Montague Island).



vector winds were averaged over the inner shelf region of individual

hinges, in order to get winds which were more representative than the

actual coastal value. Table 3-1 gives the relative weighting factors

for the thirteen patterns described by Overland and Hiester (1978).

The coefficients from Table 3-1 are used to form linear combinations

of the basic patterns for each of the wind patterns. The resulting current

patterns are shown in figures (3-9) through (3-21). Once again the magni-

tudes of these current patterns are arbitrary, with the vector arrows

only giving relative pattern information. Assuming that the bathystrophic

assumptions are correct, the magnitudes for the currents associated with

these patterns should be scaled as proportional to the square of the

wind speed at Middleton Island.

The first four current patterns, figures (3-9) through (3-12), cor-

respond to weather patterns dominated by low pressure systems situated

in the Gulf of Alaska. The first of these (wind pattern 1.0) can be

thought of as the prototype. The currents are seen to move generally

east to west across the shelf. The effects of bathymetric influence

on the currents are evident. The deep segment of the shelf off of Yakutat

shows reduced current magnitudes with the general tendency for the flow

to follow isobaths. The complex topography on the shelf to the west

of Icy Bay also is clearly reflected in the current directions. The

general tendency for enhanced flow along the shelf break is also clear.

The large submarine canyon that cuts across the shelf break east of Mid-

dleton Island causes a meander in the shelf break flow with the potential

for the formation of an eddy associated with this topographic feature.

Other regions of enhanced flow are seen in the lee of Kayak Island and

are associated with the sea valley leading into Prince William Sound

between Hinchinbrook and Montague Island. The second wind pattern (1.1)
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TABLE 3-1

RELATIVE AMPLITUDES FOR THE FUNDAMENTAL HINGE MODES CORRESPONDING TO THE
WIND PATTERNS DESCRIBED BY OVERLAND AND HIESTER (1978)

Wind Pattrn Hinge CoefficientsWind Pattern
1 2 3 4 5 6

1.0 .77 1.73 .76 .74 .88 .93
1.1 .78 1.27 .42 1.00 .59 .94
1.2 .63 .24 .55 .13 .29 .55
1.3 .43 .69 .41 .67 .73 .60
2.0 .55 .94 .91 .81 .64 .71
2.1 .65 .39 .64 -. 20 .39 .42
3.0 .74 .66 1.15 .77 .79 .80

3.1 .50 2.05 1.59 .39 .79 .79

4.0 -. 05 -. 51 -. 55 -. 27 -. 75 -. 80
4.1 -.67 -1.07 .41 .89 .22 .19

5.0 -.97 -.80 -.77 -.50 -.94 -.85

5.1 -1.28 -.98 -.49 -.70 -.92 -.65

6.0 .24 .31 .60 .28 .64 .77
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BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 1.0

Figure 3-9. Composite wind set-up response for Northeast Gulf of Alaska
weather type 1.0.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 1.1

Figure 3.10. Composite wind set-up response for Northeast Gulf of Alaska
weather type 1.1.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 1.2

Figure 3-11. Composite wind set-up response for Northeast Gulf of Alaska
weather type 1.2.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 1.3

Figure 3-12. Composite wind set-up response for Northeast Gulf of Alaska
weather type 1.3.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 2.0

Figure 3-13. Composite wind set-up response for Northeast Gulf of Alaska
weather type 2.0.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 2.1

Figure 3-14. Composite wind set-up response for Northeast Gulf of Alaska
weather type 2.1.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 3.0

Figure 3-15. Composite wind set-up response for Northeast Gulf of Alaska
weather type 3.0.



BAROTROPIC CURRENT RESPONSE TO WIND PRTTERN 3.1

Figure 3-16. Composite wind set-up response for Northeast Gulf of Alaska

weather type 3.1.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 4.0

Figure 3-17. Composite wind set-up response for Northeast Gulf of Alaska
weather type 4.0.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 4.1

Figure 3-18. Composite wind set-up response for Northeast Gulf of Alaska
weather type 4.1.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 5.0

Figure 3-19. Composite wind set-up response for Northeast Gulf of Alaska
weather type 5.0.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 5.1

Figure 3-20. Composite wind set-up response for Northeast Gulf of Alaska
weather type 5.1.



BAROTROPIC CURRENT RESPONSE TO WIND PATTERN 6.0

Figure 3-21. Composite Wind set-up for Northeast Gulf of Alaska
weather type 6.0.



is similar to the first, except that the wind pattern is displaced to

the west, causing a subsequent reduction of the currents in the eastern

part of the region. The third current pattern in response to wind pattern

(1.2), an eastward displacement of the low, shows significantly reduced

flow over much of the area, since the coastal winds are directed more

nearly perpendicular to the coast over the study area. The fourth pattern

for the Gulf of Alaska low positioned to the extreme west (figure 3-12 -

wind pattern 1.3) shows even more pronounced reduction of the currents

in the eastern portion of the region.

Figures (3-13) and (3-14) show the current response to wind patterns

(2.0) and (2.1), corresponding to an Aleutian low. The first of these

is similar to (3-12), showing again a reduction of currents over the

eastern half of the NEGOA shelf region. Figure (3-14)(for the summer

case) shows continuation of flow along the shelf break, but significantly

weaker flows over the shelf proper, with particularly quiescent conditions

off of the Copper River region.

Figures (3-15) and (3-16) give the current response to wind patterns

(3.0) and (3.1), which represent a high pressure situated over the Yukon,

with the second including a katabatic outbreak in the winds over the

Icy Bay and Copper River regions. Comparing the two current patterns

clearly shows the results of these intense coastal winds. The first

shows what might be considered the normal westward drift for the region.

The second shows significantly increased flow over the eastern shelf

region and along the shelf break, but a reduction of currents off the

Copper River, since the along-shore component of the wind (bathystrophic

forcing) is actually reduced in this region.

Figures (3-17) and (3-18) show the response to wind patterns (4.0)

and (4.1), which represent summer positions of inland lows over Alaska.
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Both show a general reversal of the shelf circulation, with the first

giving stronger currents in the western NEGOA region and the second more

intense flow along the east portion between Kayak Island and Yakutat.

Figures (3-19) and (3-20) shows the response to two alternate positions

of the east Pacific high represented by wind patterns (5.0) and (5.1).

Both show nearly identical eastward flowing currents over the entire

NEGOA shelf region. These appear to be nearly opposite to the flow given

in figure (3-9).

The final current pattern shown in figure (3-21) is the response

of the region to a stagnating low off of the Queen Charlotte Islands.

This shows generally weak flow over the shelf, with moderate westward

currents along the shelf break off of Kayak Island and along Montague

Island.

Subject to the assumptions that are inherent in the original weather

typing and in the bathystrophic development of hinge responses along

the coast, the thirteen current patterns shown represent a complete set,

which should be capable of describing all the possible wind responses

to be expected for the NEGOA shelf region. More importantly these current

patterns are directly related to regional wind forcing, which in turn

is related to large scale pressure maps. Such maps have been available

for a long period of time so that reliable climatologies can be developed.

Using these to key a sequence of current patterns, it becomes possible

for the first time to develop regional "current climatologies" directly

linked to the forcing and meteorological data base.

3.4 Density Driven Response

The density driven response to the NEGOA region will be given by

the solution to equation (3-3). Input data for a density response current

pattern must come from a mapping of the internal density field. This
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data is collected on standard hydrographic cruises. A number of hydro-

graphic studies have been carried out for the NEGOA region, and at this

time seven independent sets are available which have a sufficient number

of stations to cover the area. These data sets cover the following

periods:

July, 1974

February, 1975

June, 1975 S

June, 1975 A

October, 1975

February, 1976

April, 1976

Once again it should be reiterated that the solution to equation (3-3)

yields a minimum barotropic mode which is in reality a minimum bathymetric

interaction mode consistent with the model dynamics, density distribution

and bathymetry. In terms of a more classical approach this gives the

dynamic height of the sea surface, assuming that the region has a terrain

following level of no motion. As a practical matter for stations beyond

the shelf, a level of no motion is assumed at 1200 meters. Subject to

these conditions the density driven response patterns for the above data

sets are shown in figures (3-22) through (3-28). Once again the vector

arrows have been transformed from the triangular finite element grid

to a regular cartesian grid for ease in computer storage and graphic

representation. It should also be noted that these patterns are not

of arbitrary magnitude, but give absolute velocities related to the shear

induced by the baroclinic fields.
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BAROCLINIC CURRENT FIELD - JULY 1974

Figure 3-22. Density driven response currents for the Northeast Gulf of

Alaska from data collected in July 1974.



BAROCLINIC CURRENT FIELD - FEBRUARY 1975

Figure 3-23. Density driven response currents for the Northeast Gulf of
Alaska from data collected in February 1975.



BAROCLINIC CURRENT FIELD - JUNE 1975

Figure 3-24. Density driven response currents for the Northeast Gulf of

Alaska from data collected in June 1975 (NOAA Ship Surveyor).



BRROCLINIC CURRENT FIELD - JUNE 1975

Figure 3-25. Density driven response currents for the Northeast Gulf of
Alaska from data collected in June 1975 (R/V Acona).



BAROCLINIC CURRENT FIELD - OCTOBER 1975

Figure 3-26. Density driven response currents for the Northeast Gulf of
Alaska from data collected in October 1975.



BAROCLINIC CURRENT FIELD - FEBRUARY 1976 CASE A

Figure 3-27. Density driven response currents for the Northeast Gulf of
Alaska from data collected in February 1976.



BAROCLINIC CURRENT FIELD - APRIL 1976

Figure 3-28. Density driven response currents for the Northeast Gulf of

Alaska from data collected in April 1976.



An examination of the density driven response patterns reveals several

immediate points. The first of these is that on the shelf proper the

currents are considerably smaller than the ones seen off of the shelf.

As a second point the off-shelf currents appear to be associated with

large-scale (>200 km) eddies that are present in all the data sets.

It is significant to note that although the position of these mesoscale

baroclinic eddies varies from one cruise to the next, they are always

present to some extent.

In an attempt to discuss the density driven response patterns in

a systematic order, the on-shelf and off-shelf flow will be discussed

separately.

Concentrating first on the on-shelf patterns, figure (3-22) indicates

the density driven response for July, 1974. On the shelf (d < 100 fa.)

the currents are generally weak (< 10 cm/sec) with little organized flow

except for an anticyclonic gyre to the west of Kayak Island and a westward

flowing current NE of Middleton Island. There is also evidence of a

slightly weaker cyclonic gyre NNW of Middleton Island, but it is less

clear. The gyre or eddy behind Kayak Island has been discussed previously

(Galt, 1976) and compared to other observational evidence.

Figure (3-23) shows the density driven response for data collected

in February, 1975. On the shelf the currents are generally somewhat more

energetic than during the previous summer. The anticyclonic gyre to the

west of Kayak Island is still evident along with a westward flowing current

along the coast off of the Copper River. There is also a generally con-

sistent westward flow along the outer edge of the shelf which moves at

about 40 cm/sec.

Figure (3-24) shows the density driven response for data collected
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in June, 1975. In this case the gyre west of Kayak Island is particularly

well developed with speeds of nearly a knot. In addition it appears

that offshore the eddy S and SW of Kayak Island has moved into the region

where the shelf narrows, and a fairly strong coastal current to the west

is evident. As in the previous summer the southern extreme of the gyre

west of Kayak Island appears to border on a westward flow to the NE

of Middleton Island.

Figure (3-25) is particularly interesting in that it shows the density

driven response from a partial field that was collected on a second cruise

in June, 1975, approximately a week after the one shown in figure (3-24).

Several significant changes are evident. First of all the currents south

and east of Kayak Island have been deformed. Secondly, the large offshore

gyre south of Kayak Island does not appear to have been sampled by the

station spacing.

Figure (3-26) shows the density driven response currents for data

collected in October, 1975. This appears to be an unusual pattern.

Flow on the shelf is relatively energetic with bands of eastward flow

particularly along the coast west of Icy Bay and east of the southern

end of Montague Island. There is an indication of anticyclonic flow

to the WSW of Kayak Island but the pattern is considerably deformed compared

to previous realizations of this feature.

Figure (3-27) shows the density driven response for data collected

in February, 1976. Once again this indicates the development of an anti-cyclonic

gyre west of Kayak Island. Interestingly, just south of Kayak Island

the flow is eastward as in the second June, 1975 pattern. Southeast

of Icy Bay along the outer edge of the shelf (100 fa. contour) relatively

strong NW flow is seen. The offshore pattern SE of Middleton Island
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is clearly seen to penetrate onto the shelf.

Figure (3-28) shows the density driven response for April, 1976.

West of Kayak Island the anticyclonic flow pattern is evident with a

weaker cyclonic flow to the east of Montague Island. Once again it appears

that the offshore circulation penetrates onto the shelf to the SE of

Middleton Island and the SE of Kayak Island.

It is now necessary to focus attention on the offshore segments

of the density driven current patterns. In doing this it is obvious

from figures (3-22) through (3-28) that the sampling scale offshore is

too coarse to accurately resolve the mesoscale eddies that are present.

In addition the predicted currents are often large, with speeds in excess

of two knots. For this deep region the model results are just what would

be obtained from classical dynamic height calculations, and as such a

more common presentation is the sea surface elevation contours. These

are shown in figures (3-29) through (3-35) for the seven data sets pre-

viously considered. From the surface elevation contours the eddy nature

of the patterns is more clearly seen, with an offshore length scale of

approximately 200 km. The questions concerning origin and initial movement

of these mesoscale features are of obvious oceanographic interest, but

will not be addressed in the present study. It is enough to point out

that they seem to be common for the Gulf of Alaska bight region and are

an ubiquitous feature in the data.

A more pressing question concerning these mesoscale eddies is how

they interact with the continental slope and shelf break area. Since

the object of the present study is the NEGOA shelf region, it is this

dynamic exchange and current description that are needed.

To address the eddy-slope interaction problem it is useful to first

consider a baroclinicly balanced, symmetric, anticyclonic gyre moving
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BAROCLINIC SEA SURFACE ELEVATION - DENSITY DRIVEN RESPONSE JULY 1974

Figure 3-29. Sea surface elevation contours for Northeast Gulf of Alaska from
data collected in June 1974. Contour interval is 4 cm/sec.



BAROCLINIC SEA SURFACE ELEVATION - DENSITY DRIVEN RESPONSE FEBRUARY 1975

Figure 3-30. Sea surface elevation contours for Northeast Gulf of Alaska
from data collected in February 1975. Contour interval is 4 cm/sec.



BAROCLINIC SEA SURFACE ELEVATION - DENSITY DRIVEN RESPONSE JUNE 1975

Figure 3-31. Sea surface elevation contours for Northeast Gulf of Alaska from
data collected in June 1975 (NOAA Ship Surveyor). Contour
interval is 4 cm/sec.



BAROCLINIC SEA SURFACE ELEVATION - DENSITY DRIVEN RESPONSE JUNE 1975

Figure 3-32. Sea surface elevation contours for Northeast Gulf of Alaska from
data collected in June 1975 (R/V Acona). Contour interval is
4 cm/sec.



BAROCLINIC SEA SURFACE ELEVATION - DENSITY DRIVEN RESPONSE OCTOBER 1975

Figure 3-33. Sea surface elevation contours for Northeast Gulf of Alaska from data
collected in October 1975. Contour interval is 4 cm/sec.



BAROCLINIC SEA SURFACE ELEVATION - DENSITY DRIVEN RESPONSE FEBRUARY 1976 A

Figure 3-34. Sea surface elevation contours for Northeast Gulf of Alaska from
data collected in February 1976. Contour interval is 4 cm/sec.



BAROCLINIC SEA SURFACE ELEVATION - DENSITY DRIVEN RESPONSE APRIL 1976

Figure 3-35. Sea surface elevation contours for Northeast Gulf of Alaska from
data collected in April 1976. Contour interval is 4 cm/sec.



from deep water towards the slope (figure 3-36). As the gyre first en-

counters the bottom influence, pressure variations will be induced along

the isobaths that the gyre is crossing. In particular, the center of

its path will show higher pressure along any particular isobath than

off to either the right or left. Under these conditions a careful exam-

ination of the J([alpha], d) term in equation (3-3) shows that the area to

the left of the center line of the eddy must develop additional negative

circulation, while the area to the right must compensate with the devel-

opment of positive circulation. Putting these results together, the

qualitative pattern must be deformed as is shown in figure (3-36). It

is interesting to note that similar flow-bathymetry interactions have

been described by Csanady (1978) under somewhat different initial conditions

and referred to as arrested barotropic waves.

A close examination of figures (3-29) through (3-35) reveals that

many of the eddies present appear to be compressed along the continental

slope and show the characteristic extension to the east that is suggested

in figure (3-36).

Offshore of the NEGOA shelf region mesoscale eddies commonly occur

in deep water. As they encounter the continental slope they are dynamically

modified through the action of the joint baroclinic - bathymetric term

in the vorticity balance. When this happens, the onshore edge of the

eddy is significantly compressed with a subsequent intensification of

the currents. As this develops, a characteristic flattened loop pattern

appears, which in extreme cases will appear as a banded pattern. This

is a region where potentially strong currents may be expected over the

shelf and shelf break region. From the NEGOA data it appears that these

eddy related shelf edge currents do extend over the shelf break, at least

in certain areas - in particular, SE of Middleton Island, SE of Kayak

Island and SW of Icy Bay. The prediction, in even a statistical
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Figure 3-36. Representation of a deepwater mesoscale eddy and its deformation
as it dynamically interacts with the continental slope.



sense, of these current patterns must be coupled to a more complete under-

standing of the distribution and movement of these offshore mesoscale

eddies.

3.5 Composite Current Patterns

The total currents for the Northeast Gulf of Alaska will be represented

by a simple linear superposition of the wind response component and the

density driven response. How these are combined and what sequences are

chosen to represent particular climatological periods depends on keying

strategies which will be the subject of other NEGOA studies. The important

point to be made here is that given the model dynamics, bathystrophic

wind set-up, weather types and specific density fields, the totality

of all possible, consistent current patterns is represented by the patterns

shown here.
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4. Development of the Environmental Library

4.1 Introduction

The oil spill trajectory model was designed for the implementation

of a batch mode program on the ERL-owned CDC 6600 in Boulder, Colorado.

The disk space associated with this machine is partitioned into user areas

on a public disk pack. The trajectory model and graphics elements were

written and are stored in one user area and the data package was assembled

and is stored in another area. The separation of these functions allows

the model to remain relatively independent of region. By dedicating a

user area to environmental data endemic to a given region such as NEGOA,

standardized procedures and file names can be used without confusion caused

by duplicity of file names or by storage limitations.

In addition to the role as storage bin, the data library acts as an

interface between sundry data sources and the program. Thus the library

must contain routines necessary to convert both field data from the meteorological

grids and the diagnostic model, and time series data from current meter

records and anemometer records into formats palatable to the trajectory

model. Conversions required such details as fitting area data to proper

grids, making hourly averages on time series, and compacting real formatted

velocity pairs into integer words to reduce core requirements. The library

also contains programs to plot vectors of field data and stick plots of

time series used in the verification and interpretation of model results.

4.2 Model Design and Data Structure

The Boulder computer system has a number of attributes which influenced

the model design and concomitant data structure requirements. These at-
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tributes deserve consideration because future users may wish to modify

the design to effectively utilize a different computing system or size

of data set.

A major consideration id the model construction is the management

of large numbers of words of data. For the NEGOA prototype model runs we

needed; a) thirteen wind patterns (u and v) on a 40 x 20 grid; b) thirteen

barotropic current patterns (u and v) on a 60 x 30 grid; c) two baroclinic

current patterns (u and v) on the same grid; d) two current meter and two

anemometer records (u and v) for ideally 90 days, 24 per day; and e) two

pattern sequences for 90 days and twice per day. These sum to approximately

92,000 decimal words of data. The standard available core at Boulder is

256,000 octal or approximately 89,000 decimal words. Since the number

of words is over the normal machine limit and since we must also allow

for program core and other space requirements, we cannot load the entire

data set at once in this format. Thus we must consider some alternatives.

In some systems, random access disk files could be used with a simple

look-up algorithm added to the model program. This method would avoid

loading the pattern data into core more than a few words at a time. I/O

requirements would increase only moderately since random access reads are

usually efficient. The Boulder facility does not have a random access

capability so we are constrained to sequentially accessed files.

The costing algorithms on many machines are based on per second useage

of the various systems resources including CPU time and I/O time. The

Boulder system has relatively low I/O time limits and costs are high for I/0

because the system runs near saturation. These factors eliminate the pos-

sibility of manipulating sequential files through repeated FORTRAN reads

and rewinds at Boulder.
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Another possibility for dealing with the mass of data is to reduce

the size of the data set. There are a couple of alternatives. One is to

reduce the number of words required to run the model by only loading those

sets actually employed for a given model run. This was considered unaccept-

able since it meant reassembling the data set for every run, a cumbersome

and error inducing exercise at best. A second alternative is to reduce

the number of words required by simply packing the data. An asset of a

CDC computer is it's word size; an integer word can have up to ten characters.

We took advantage of this by packing the two velocity components into one

integer word for each grid point of the field data and time step of the

series. The core requirements were approximately halved which brought

the program well within machine core limits. The disadvantage of this

method is that the data must be unpacked as needed for each calculation.

The method we chose was straightforward (described in the following section)

and moderately quick (total model CP compilation is 3.5 seconds plus on the order

of 20. seconds execution time per trajectory run, exclusive of plotting). Other

packing algorithms may be more efficient, but not others were explored since

this one worked so well.

4.3 Interface Programs

Because every source seems to introduce its own problems, the number

of interface programs appears to be proportional to the number of different

types of data that are to be used. The routines presently available are

described in this section and are abstracted in Table 4.1. The name of

the procedure file which runs the program follows the program name in paren-

theses. The data files they call or create are summarized in Table 4.2.
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The diagnostic model output includes surface u,v pairs and three vertex

numbers for each triangle, and for each vertex number the location is given

in a km based scaling system. The program REGRID (RUNGRID) decodes the

position of the vertices into latitude and longitude. Then it maps u and

v onto a regular grid by finding which triangle contains each point and

assigning the associated triangle u and v to the regular grid point. If no

data exists for a given grid point, then -999. is the value given u and v.

No smoothing or interpolating is done. The output records contain I, J,

U, V, and the triangle number and have the format (1X,2I5,2F10.3,I5).

The output files are named either BOCnnmm for baroclinic runs where nn

is year and mm is month, or RHINGEn for the barotropic single hinge cases

where n is the case number.

The wind fields are recorded as wind speed and direction. The program

MODWIND (RUNMOD) copies the case number and title for the wind case and then

computes u and v at each grid point. If no data exists for a given grid

point then 999. is the value given u and v. The output contains first a

record with the case number and title with the format (1X,F3.1,6X,7A10),

then the remaining records contain I, J, U, V and a sequence number and the

format is (1X,2I5,2F10.3,I5). The output files are named WINDnn, where

nn is the case number multiplied by ten.

The program SUMGRID (RUNSMGD) needs to be implemented to make the

summed barotropic fields described in section 3. The inputs are the barotropic

single hinge cases RHINGEn. The coefficients are supplied by means of

a data statement which must be offered for each summed field run. The output

is in exactly the same format as REGRID output. The output files are

called BWPnn where nn is the case number without the decimal point of the

corresponding wind field.
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It is important to verify the velocity fields before trying to make

trajectory calculations, so a routine called PLOTVEC (RUNPLOT) was written

to draw vectors on the same scale background as the trajectories. This

routine can use any of the field data files as input since they are all

formatted the same (BOCmmnn, RHINGEn, BWPnn, and WINDnn). The operating

requirements are two-fold. The sense switches in the data statement at

the beginning of the program must be properly set for either the current

or wind case. Instructions for this are located in comment cards adjacent

to the data statement. Also the title must be entered in a data statement.

For the current runs the title must be supplied and for the wind runs

the title must be set to blanks. The output of these runs are CALCOMP

type plot commands. Examples of these plots can be seen in sections 2

and 3.

The final effort for preparing the field data for the trajectory model

is the packing of the u, v pairs into integer words. This is accomplished

by REPACK (RUNPACK). Each velocity component is rounded to the nearest

tenth, multiplied by ten, fixed as an integer and added to a positive

increment. This increment is chosen so that the entire set of numbers

will be positive. Then both the integer versions of u and v are written

into one word by multiplying the u value by twice the increment and adding

the v value. As an example, for the NEGOA currents we used an increment

of 5000, so the effect was to take UU.u and VV.v and make 5UUu5VVv an

eight digit integer word. For the winds we used an increment of 500 so

we made six digit words. If u and v were -999., then -999 was stored in
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the integer word. The output records were written 10I8 for the currents

and 10I6 for the winds. Instructions for setting the sense switches for

either the current or wind case are located in comment cards at the beginning

of the program. The output files are called WNDnn for the wind cases,

and CURmmnn for the baroclinic currents, and CURnn for the barotropic cur-

rents. The thirteen NEGOA wind files were appended through a systems routine

into one file called WINDXY for the trajectory model read. The order of

the cases is just the numerical order of the pattern numbers. Similarly,

the thirteen barotropic current files and the two baroclinic current files

were appended into one file called CURRXY in the numerical order of the

case numbers for the barotropic fields, followed by the chronological order

for the baroclinic fields.

The next major undertaking is the treatment of the time series data.

The program MAKECUR (RUNCUR) reads data from current meter tapes supplied

by the Coastal Physics group from PMEL, averages the data automatically

over every hour (not a running mean) and writes records containing date,

time, u, v and a counter with the format (1X,AlO,A5,2F8.3,I5). The output

file names are CURnnl where nnl is the current meter station number.

The routine CONVOL (RUNCVL) makes running averages of any specified

length on time series data. It calls files like CURnnl and writes files

like FCRnnl with the same format.

The program STICK (RUNSTIK) makes stick plots of current time series

data. It can attach either CURnnl or FCRnnl type files and outputs CALCOMP

type plot commands. Examples of these plots can be seen in section 2.

This program requires a reasonable effort on the operator's part and some

prior knowledge of the data set, since the titles and date cutoffs need

to be present at the beginning of the routine.

Following a similar sequence of preparation as with the pattern data,
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we are now ready to pack the current meter data. Program PACKET (RUNPKCM)

stores the u, v pairs as a single integer word in the same method as discussed

in program REPACK. The output of PACKET is written on CURMnn, where nn

is an abbreviated current meter label. The format of the output is 8I8.

The Middleton Island wind data came from a card deck supplied by the

Institute of Marine Sciences (T. Royer). The card image file was given

the name MIDISX. Program RDMISIS (LOADAT), converts from speed and direction

to u and v, linearly interprets between data points to fill in gaps in

the record, and packs the u, v pairs into single integer words. The output

is written in 1216 on the file called WMIlkm, where k is the beginning

month, 1 is the ending month, and m is the year, as in 197m. The integer

sequence of wind patterns was appended to the end of WMklm and was stored

in 30I2 format.

The remaining function of the library is to help with the interpretation

of the trajectory model results. A second version of the stick plot routine,

STICK2 (RUNSTK2), was written to plot up time series like output from the

trajectory model. The output file contains records of u, v pairs of the

following quantities: the observed current at some station; the observed

winds at Middleton Island, the baroclinic current at the spill, the total

simulated current at the spill, and the total simulated wind at the spill.

These records are written in 10F8.3 format. STICK2 reads these for one

trajectory sequence and outputs CALCOMP type plot commands. This version

of the stick plot routine is much more automatic than the other, since titles

are consistent from run to run and the time axis progresses as hours since

the beginning of the spill instead of being fixed to some particular dates.

Examples of this type of plot can be seen in section 6.
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4.4 Selection of the Prototype NEGOA Model Runs

The two study choices for NEGOA are July-August 1974 for a summer

case and February-March 1975 for a winter case. Weather pattern maps were

available from January 1974 through December 1975. The maps for 1976 have

been ordered but were not available for weather typing for this report.

The Middleton Island wind data is available for 24 May 1972 through 31

January 1977. CTD data for running the baroclinic cases of the diagnostic

model were available for the following dates: July, 1974; February, 1975;

June, 1975; October, 1975; February, 1976; and April, 1976. The latter

three of these cases were not completed in time to be considered for the

trajectory calculations because of difficulties experienced in obtaining

the data sets. These problems have been detailed in previous reports.

The availability of CTD data limited our trajectory cases to three

possible choices: summer 1974, winter 1975, and summer 1975. Current meter

station 60A chronologically conincided well with the July 1974 CTD data

set. Current meter station 62B fit well with the February 1975 CTD data

set. Current meters 62C and 64 came before the June 1975 CTD data set

and 62D came after. Thus the two best choices are February-March 1975

and July-August 1974. It should be noted that these cases are not repre-

sentative of all possible winters and all possible summers. They are two

particular seasonal cases and, as such, only represent the conditions in

their own years.
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TABLE 4.1
INTERFACE PROGRAM FILE DIRECTORY

File Name Description Input File(s) Output File(s)
(Procedure File Name)

REGRID Finds u,v on rectangular (Diagnostic - BOCnnmm
(RUNGRID) grid from diagnostic model output - RHINGEn

triangular mesh files)

MODWIND Converts speed and di- TYPEnn

(RUNMOD) rection to u,v for wind (card images) - WINDnn
field

SUMGRID Sums single hinge diag-
(RUNSMGD) nostic fields according RHINGEn - BWPnn

to wind case

PLOTVEC Plots vector field over WINDnn
(RUNPLOT) scaled area BOCmmnn (plot files)

BWPnn
RHINGEn

Packs field data from WINDnn - WNDnn
REPACK real u,v pairs into BOCmmnn - CURnnmm
(RUNPACK) single integer words BWPnn - CURnn

Chooses current meter (Data tapes
MAKECUR data from tape and from Coastal - CURnnl
(RUNCUR) makes hourly averages Physics)

CONVOL Makes running averages CURnnl - FCRnnl

(RUNCVL) on time series data

STICK Makes stick plots FCRnnl - (plot files)
(RUNSTIK) from time series data CURnnl

Packs current meter
PACKET data from real u,v CURnnl - CURMnn
(RUNPKCM) pairs into single in-

teger words

Fills gaps in wind record
RDMIDIS and packs data from real MIDISX -WMklm

(LOADAT) u,v pairs into single (card images)
integer words

STICK2 Makes stick plots of VELSTnn - (plot files)
(RUNSTK2) model data output
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TABLE 4.2
DATA FILE TYPE DIRECTORY

File Name Description Format

Diagnostic model barotropic
RHINGEn field based on hinge numbered n. (lX,2I5,2F10.3,I5)

(I,J,U,V,ITRI)

Diagnostic model baroclinic
BOCnnmm field based on CTD casts taken (lX,2I5,2F10.3,I5)

MONTH mm, YEAR nn
(I,J,U,V,ITRI)

Diagnostic model barotropic
BWPnn field based on RHINGEn files (1X,2I5,2F10.3I5)

due to wind case nn
(I,J,U,V,ICOUNT)

Meteorological field data
WINDnn for case nn (lX,2I5,2F10.3,I5)

(I,J,U,V,ICOUNT)

Meteorological field data
WNDnn for case nn (10I6)

(W(I,J))

Barotropic current field
CURnn data for case nn (10I8)

(V(I,J))

Baroclinic current field
CURnnmm data for case nnmm (10I8)

(V(I,J))

Current meter data from
CURnnl station nnl (lX,A10,A5,2F8.3,I5)

(DATE,TIME,U,V,ICOUNT)

Filtered current meter data
FCRnnl from station nnl (lX,AlO,A5,2F8.3,I5)

(DATE,TIME,U,V,ICOUNT)

Packed current meter data
CURMnn (V(t)) (8I8)

WMIlkm Packed wind series from (12I6)
Middleton Island (V(t))

Model output for plotting
VELSTnn time series (10F8.3)

(Ul ,Vl,U2,V2,U3,V3,U4,V4,U5,V5)
(see text for description)
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TABLE 4.3
AVAILABLE DATA SOURCES

Weather Middleton CTD Data Current
Date Pattern Island Wind for Diagnostic Meter

Maps Data Model Runs Records

1/74 * *(24 May 1972)

6 * * * 60A *

7 * * *

8 * * *61

9 * * *

62A
10 * * *

11 * *

12 * *

1/75 * * * *

2 * * 62B *

3 * * *

4 * * 64 *
62C

5 * *

6 * * *

7 * *

8 * 62D *

9 * *

10 * * *

11 * *

12 * * (31 January 1977)
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5. Time Series Simulation and Validation

The model elements up to this point include arrays of wind and current

velocities and a time series that sequences the wind and current patterns.

The wind and current velocity arrays were derived using both physical insight

and numerical models. In the case of the diagnostic model, for example,

physical insight was used to simplify the dynamics of the modeled system.

This simplification resulted in a set of equations that was amenable both

to linearization and numerical solution. Both facets of this dynamical

simplification were exploited in the solution technique. The wind field,

in a similar fashion, was initially analyzed numerically using highly approxi-

mate formulas incorporating very simple dynamics. It was then modified

using both experimental observations and the results of numerical studies

of wind impinging on an idealized coastline. Finally, the sequence of

wind patterns was determined by a variety of means, including some simple

statistical methods, an examination of the surface wind observations from

Middleton Island and EB33 and consideration of regional influences on the

large scale baric patterns.

The idea underlying all this work was that the resultant product was

to be used to calculate oil spill trajectories. Because of this goal,

we considered both the requirement that the wind and current velocities

be specified over space and the requirement that the temporal variability

of these fields be modeled. In our judgement, the elements discussed up

to this point represent the limit of state-of-the-art, deterministic tech-

niques for achieving these goals. It now remains to be shown whether the

model elements do, in fact, resemble the physical world. And, as a related

task, we need to characterize statistically those departures between the

model and the real world. These departures will both qualify the trajectory
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results and identify the main priorities for subsequent work.

Because the principal dynamical omission in the current model was

the acceleration term, and because the wind pattern typing was based on

the idea of persistence, which is an obvious approximation, it is natural

to consider the departure of actual time series observations from the modeled

time series. It would be most desirable to do this at a variety of locations

within the region, thereby providing a spatial dimension to the time series

departures. However, we were limited in this study by the availability

of wind and current observations. As we pointed out in the library section,

the summer case includes one station each of wind and current measurements,

and the winter case includes two anemometer stations and one current meter

station (both seasons, of course, also include complementary hydrographic

measurements). This is hardly an overwhelming empirical basis on which

to judge the model elements. Further, these data are not independent of

the model results as the winds, at least, were used in the weather typing.

Thus, we are limited to characterizing the model departure at single points

in the region, and these characterizations are not easily analyzed statis-

tically due to the interplay of data and the selection of model parameters.

Figure 2-5 through 2-7 showed the average wind velocity (a vector

quantity) for Middleton Island and EB33 as sorted by pattern type. The

Middleton Island data, Figures 2-5 and 2-6, readily suggest that the directional

specification for the wind patterns is very good for the majority of cases

at Middleton Island. We have not calculated the statistical confidence

limits for this direction parameter. This is due in part to the fact that

the direction statistic is of a complicated functional form. More important

than this functional complexity, however, are the facts that the time series

data is not a sequence of independent values, but rather it exhibits corre-

lations over considerable time lags; and the fact that this data was considered
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in the pattern selection. These make analysis difficult. However, it

is our subjective judgement that the correspondence shown in Figures 2-5

and 2-6 is not simply fortuitous. We believe it reflects a firm linkage

between the model and the real world.

The EB33 data, on the other hand, is not so supportive of this assertion,

Figure 2-7. However, even here we can see some tendency in the angular

departures for the wind field to be flattened along the axis of the coast.

The fact that the perturbations exhibit a pattern of this type is suggestive

that the model is related to the observations, but that some unknown factor

has entered the problem. There is no simple explanation for the phenomena,

but further study may reveal the cause of this deviation. It might be

a simple artifact in the sea surface pressure field, or it might represent

some complex meteorological phenomena; both avenues should be explored.

In the meantime we believe that this result simply implies our patterns

are slightly off and not that the typing procedure is in question.

It is generally accepted that the higher frequency perturbation in

the wind will be proportional to some longer time average of the wind.

In the case at hand, the good correspondence in average wind direction

shown in Figures 2-5 and 2-6 suggests that we might decompose the hourly

perturbations into components lying along the pattern vector and normal

to it. If the pattern changes, then we can consider a decomposition along

a series of direction pairs that evolve linearly from the initial pattern

direction to the subsequent pattern direction. If we then assume that

the perturbations are nearly independent over several hours, it is possible

to estimate the pattern amplitudes at the beginning and end of the transition

using centered wind velocity averages at the time of the pattern measurement.

With these assumptions, it is possible to attempt to further decompose
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the variance associated with the sorted wind categories based on the amplitude

and direction properties. This decomposition is illustrated in Figure

5-1.

The hypothesis underlying this decomposition is that the wind is composed

of both a low frequency component that is measured by the sea surface pressure

maps, and a higher frequency component that is superimposed on the funda-

mental flow. This higher frequency component should exhibit low time-wise

correlation if our amplitude estimating technique is to be valid.

A simple test of this hypothesis was performed. The variances of

the along and normal-to perturbations measured as in Figure 5-1 are shown

plotted against the low frequency wind amplitude in Figures 5-2 and 5-3.

Both summer and winter cases are shown. Notice that no dependency is sug-

gested for the summer case, but that a strong dependency appears in the

winter case. We suspect that the summer case variance is a measure of

the intrinsic variability associated with the measurement technique. It

might, for example, be associated with high frequency aliasing of the anemometer

record. The winter case variance, however, is seen to grow with pattern

strength. This variance may well be due to important meteorological phenomena

that are of too small a scale to be resolved in the analysis underlying

the sea level pressure maps.

We also examined the covariance between these perturbation components

and found them to be uncorrelated. The principal axis of the perturbation

was, therefore, in the normal direction (since this had the larger variance

in both spring and summer) and the minor axis lay in the direction of the

smoothly rotating wind pattern vector.

We know from Figures 2-5 and 2-6 that the average of the normal pertur-

bation must be nearly zero for each of the wind patterns at Middleton Island.
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Figure 5-1. Vector plot of relationship between model predicted
winds, measured winds and wind perturbation.
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Figure 5-2. Variance of the Longitudinal Wind Velocity Perturbations.
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Figure 5-3. Variance of the Transverse Wind Velocity Perturbation.

194



If they exhibited a nonzero average of large magnitude, the vector averages

would not lie in the vicinity of the pattern direction. The existence

of large non-zero averages may be considered evidence of bias in the wind

field patterns. Figure 5-4 shows the average of the along and normal-to

perturbations as a function of low frequency wind amplitude. The summer

case shows no important bias over the range of wind speeds studied. The

winter case, however, suggests that the pattern vectors are rotated too

far to the right by 5° or 10° at wind speeds of around 10 m/sec. Again,

a statistical interpretation of this result is very difficult. We have

sketched the lo confidence intervals assuming the data is independent.

In fact, the zones should be larger. Nevertheless, the strong pattern shown

in the figure leads us to believe that this result is significant, and

it therefore merits further study.

We also examined the time-correlation of the along and normal-to per-

turbations. The correlations of the dimensional perturbation velocity

components were very similar to those found in first order autoregressive

processes. Typical time scales were on the order of 2½ hours for the along

components and 3.8 to 4.8 hours (summer and winter respectively) for the

transverse component. When these perturbations were normalized by dividing

by the pattern amplitude, the new variate showed almost no correlation

over lags of one hour.

These observations suggest several things. First, the wind model

can be considered a useful analog of the real surface wind. It is a practical

solution to the problem even though we know it has imperfections. The data

from EB33, for example, showed that the model may have errors in the speci-

fication of the wind direction that range from near zero to as high as

45°, with a typical estimate being 10° to 15°. Errors of this type are
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Figure 5-4. Observational Bias in the Wind Perturbation as a Function
of Pattern Amplitude.
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probably a function of position in the region. These nominal, and in prin-

ciple correctable errors are to be compared with the much larger errors

that would accompany a uniform direction model such as those used in past

trajectory studies.

It is also apparent that a large portion of the wind velocity's variance

can be explained by transitions between wind patterns. Further, the remaining

variance can be explained in terms of longitudinal and transverse components

with magnitudes that are proportional to the wind pattern strength in winter,

and constant in summer. If this decomposition can be substantiated using

other data sets in the NEGOA region, it presents the important possibility

that the wind field could be completely synthesized using just the sea

surface pressure maps. This would open the door to a true climatological

analysis since the requisite pressure map data is available for very long

periods of time.

We have not examined the relative amplitude information contained

in the wind patterns. This analysis will require several simultaneous

time series coupled with a more thorough understanding of the velocity

perturbation problem including its spatial dependencies. It is a logical

follow-on to the present study.

The current model was also examined. The important questions were

whether the decomposition into barotropic and baroclinic geostrophic modes

was justified; whether the assumption that the time variability was simply

linked to the applied stress pattern; and whether these perturbations were

well modeled by the transitions of barotropic modes.

Although our data base is rather limited, it appears that the decom-

position into a baroclinic (and minimum barotropic) mode was a useful sim-

plification. Figure 5-5 shows the long term, vector average current at

stations 60 and 62B for the summer and winter seasons respectively. This
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Figure 5-5. Comparison of observed currents by pattern type for winter
station 62 ([triangle]) and summer station 60 (o). Single line
and double line vectors represent the mean observed current
and the baroclinic component respectively; dashed for winter,
solid for summer.
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long term average should correspond to the baroclinic mode under the assump-

tions that the density field is reasonably constant over the period in

question and that the average, wind-driven barotropic component is nearly

zero. This long term average current is also shown in Figure 5-5. It

is readily seen in Figure 5-5 that the baroclinic current exhibits some

angular error, with respect to the long term average current in both cases,

with the most pronounced error occurring at Station 60, which is in the

Copper River gyre. The error in direction at Station 60 might be associated

either with the coarse resolution provided off the Copper River gyre by

the hydrographic stations, or it might represent some net contribution

from the wind-driven barotropic modes. Despite this angular error, however,

we can see that the magnitudes of the baroclinic velocities are approximately

correct for both cases. It is our judgement that these results are in

sufficient agreement to warrant preliminary acceptance of the decomposition

techniques.

The second question was whether the current perturbations could be

usefully sorted based on the weather pattern. Figure 5-5 also addresses

this question. It shows the average observed currents sorted by pattern

type. The standard deviations for these averages were typically on the order

of 1 to 3 cm/sec assuming the samples were independent. Correcting this

range upwards to account for the probable correlation between samples,

we find that the analysis does not support grouping of current observations

by weather patterns, since all the groups are close to the overall mean

current vector. We have also performed an analysis in which the currents

lagged the wind patterns and found a similar lack of support for the

simple wind-driven hypothesis. We believe this is caused by strong high

frequency oscillations in the data associated with tidal motions, shelf

waves, and other phenomena not considered in our model formulation.
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Because the sorting by pattern type was not successful, it is

premature to compare the individual barotropic current modes with the

current meter observations sorted by weather type. A logical follow on

to the present work would be to examine the filtered data to see both if

it could be usefully sorted by pattern type and if the residual exhibits

properties like those predicted by the barotropic modes.

For the purposes of the trajectory model it appears that we can

reasonably expect the baroclinic currents to be well modeled. The

remainder is best treated as a stochiastic residual. It is not realistic

to expect this residual to be constant over the spatial domain. Bottom

topography and other effects will undoubtedly channel and amplify the

perturbations. As an approximate, but theoretically somewhat justifiable

approach, we therefore will use the barotropic response to scale and direct

the perturbations. The exact algorithm is discussed in the following

chapter.
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6. Trajectories

In physical terms, the trajectory model i; composed of several FORTRAN

programs and a variety of data sets that depict the spatial and temporal

variability of the wind and current. The main trajectory program, AMCTRAJ

(Appendix G), calculates the boundary location of an oil spill given wind

and current time series, wind and current patterns, and starting date and

locations. The output from this program is then converted to graphical

plots of the trajectories using the program PICTUR and loadsets specific

to our plotting equipment. An auxiliary output is also avialable from

AMCTRAJ which can be used to generate the stick plots of the wind and current

time series as seen at the wind and current stations and at the simulated

spill.

The principal considerations for the design of the program AMCTRAJ

were the storage requirements for the extensive spatial fields of the wind

and current. Approximately 46,000 words were required for storage in the

program. These problems were discussed above in the description of the

environmental libraries. The numerical algorithm that uses these fields

to calculate a simulated oil spill trajectory is relatively simple and

will be described below. This functional portion of the program required

a relatively small amount of core, about 24,000 CDC words.

The important conceptual function of the trajectory model is that

it implements a number of hypotheses by which we synthesize the available

environmental information into a simulated oil spill trajectory. Although

the hypotheses relating to our description of the environment have been

discussed separately in the various sections above, it is useful to reiterate

them here.
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1. We have assumed that the surface wind field can be related to large

scale synoptic sea level pressure maps. The calculation of the surface

wind field was done using accepted procedures, but it has not been verified

for NEGOA with independent data, although preliminary results suggest reasonable

correspondence. These maps are our only data incorporating both spatial

and temporal variability.

2. We have assumed that the sea level pressure maps exhibit characteristic

features with sufficient regularity that they can be approximated with

a small set of generic patterns. Our preliminary analysis indicates that

this assumption is probably acceptable.

3. We have assumed that the current field can be completely decomposed

into barotropic and baroclinic qeostrophic components. We explicitly

neglect tidal and inertial currents, consigning all such currents to sim-

ulation via a scaled and rotated perturbation term.

4. We assume the baroclinic current field is constant throughout the

simulation period. This is probably a rather weak assumption because there

is much evidence suggesting the presence of transient mesoscale eddies

along the shelf break.

5. We assume that the barotropic modes are established instantaneously

and without lag in response to surface stress applied by the large scale

wind pattern. We further assume that the magnitude of these currents will

be proportional to the square of the surface wind speed (i.e., proportional

to surface stress).

Within this heirarchy of assumptions, it appears that the wind related

assumptions are the least suspect in so far as they appear to yield realistic

wind behavior. The current assumptions, on the other hand, appear to be

rather crude. Not surprisingly, perhaps, the baroclinic current appears
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to be the best modeled current component. It fits the long term average

current fairly well at stations 60 and 62B. This baroclinic component incorporates

data from the quasi-synoptic hydrographic measurements in the region and

so in a sense it is analogous to the derivation of the wind field from

the surface level pressure. This is to say that the baroclinic current

is based on a lot of data that can be combined in a dynamically consistent

model. The barotropic current, however, had no directly measured input

term, but was in fact calculated from the derived wind fields for the hypoth-

esized generic wind field patterns. Being twice removed from actual data,

it is not surprising that it was poorly substantiated by the current meter

records.

Because of the poor state of our measurements of currents in the region,

these hypotheses should not be judged solely on the basis of how well they

fit our very limited data. Hypotheses, in fact, are constructed mainly

for the purpose of reducing the data required, and so any data-poor study

must rely heavily upon assumptions in the form of hypotheses. The question

then becomes whether the hypothesis was sufficiently simple to allow future

verification and whether there was any theoretical basis for the hypothesis

that might endow it with intrinsic credibility. In the case at hand, the

assumption of non-inertial dynamics does allow the theoretical decomposition

of the current problem into baroclinic and barotropic portions. There

is good reason to suggest that these geostrophic components are important

in the net transport problem. Further, the assumption is subject to easy

validation given more extensive current meter records than those examined

here. Thus, the assumption provides a practical first step towards grappling

with the larger problems.

In addition to hypotheses regarding the synthesis of the environmental

data, the model is also dependent upon an hypothesized oil transport equation.

203



It is beyond the scope of this report to detail the uncertainties we presently

face regarding the mechanisms responsible for oil spill transport on the

ocean. However, it should be pointed out that there is neither a substantial

theoretical basis for the oil-on-water problem, nor is there a data base

of sufficient size to suggest an empirical basis. In these circumstances

we have simply assumed that the velocity of the oil will be given by the

vector sum of the current velocity and three percent of the wind velocity.

This is a formulation that is generally accepted and which has some empirical

evidence to support it.

Figure 6.1 shows the method used to synthesize the local wind velocity.

The surface wind fields were utilized to provide the relative magnitude

and the direction of the local wind. The absolute magnitude of the local

wind was obtained from the time series data by comparing the twelve hourly

centered average of the time series data to the wind field magnitude at

the anemometer station. The factor formed from the ratio of these numbers

was then applied to the local wind velocity. Thus, if the wind field showed

a wind velocity of 12 m/sec to the NW at the local coordinate, and if the

nominal wind speed at the anemometer location was 10 m/sec whereas the

twelve hourly average was 5 m/sec in the time series data, the wind field

would be scaled by (5 [divided by] 10), resulting in a modeled wind of 6 m/sec to

the NW at the local coordinate.

Hourly perturbations were then added to the scaled wind field velocity

to simulate the higher frequency changes. These perturbations were calculated

by first determining the differences between the hourly time series velocity

and the scaled wind field velocity at the anemometer location. This perturbation

was then resolved into components lying along and normal to the vector

of the wind field velocity. These components were then scaled by the ratio
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Figure 6-1. Vector representation of
method used to calculate
magnitude of local winds
and perturbations in the
wind field.
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of the wind field speed at the local position and the wind field speed

at the anemometer. Finally, the perturbations were then added in the along

and normal to direction relative to the local wind velocity. Thus in the

example above a perturbation of 1 m/sec lying to the left perpendicular

of the wind field velocity at the anemometer station would be scaled by

(12 [divided by] 10) and added to the local velocity in the left perpendicular direction.

In this case, the direction of the perturbation is towards the SW since

the field velocity was to the NW, and the amplitude would be 1.2 m/sec.

Figure 6-2 shows the technique used to synthesize the current velocity.

This technique was related to that used for the winds. However, under

the assumption of geostrophic motion, the dynamical balance governing the

currents will require the perturbations to nearly follow the bottom top-

ography. Although this quasi-steady assumption will not be valid for high

frequency motions, we felt it plausible to require that the perturbations

be oriented with respect to the axis of the barotropic current velocity.

Therefore, the baroclinic component is first subtracted from the observed

(hourly) current at the current meter location. A perturbation velocity

is then determined by subtracting the barotropic current component from

the residual. This perturbation is then resolved into along and left per-

pendicular components relative to the barotropic current direction. These

perturbations are then added to the local barotropic current in coordinates

rotated to coincide with the local barotropic direction. The barotropic

current is scaled by the square of the wind field strength. The perturbation

components are scaled by the ratio of the local barotropic current to the

barotropic current at the current meter location. Thus periods of strong

winds in the time series data will induce strong barotropic motion and locations

with low relative barotropic current velocities will have correspondingly

small current perturbations.
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Figure 6-2. Vector representation of method
used to calculate magnitudes for
local wind-set-up currents and
cumulative current perturbation
velocities.
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It should be noted that the perturbation incorporated into the wind

set-up current mode is a measure of the cumulative errors that are seen in the

entire current prediction process. Errors in the current meters, wind field

typing errors, errors in the bathystrophic assumption, errors associated

with the baroclinic current resolution and errors induced by the model dynamics

are all lumped at this point. In this sense the perturbations are a measure

of the total system errors and should not be associated with the single

barotropic wind-set mode.

The combined model is now available to carry out trajectory analysis

for the NEGOA region. For purposes of this demonstration seven release

sites have been chosen (figure 6-3). A summer period of July and August,

1974 and a winter period of February and March, 1975 are investigated.

At each site a release is hypothesized every five days and the trajectory

is continued until it either exits the model or exhausts the two month

study period.

The summer period will be considered first. The baroclinic data for

this period was collected in July, 1974 and is described in section three

of this report. This component of the flow is dominated by the mesoscale

currents induced by eddies along the continental slope. On the shelf proper

the baroclinic currents are generally weak, but the anticyclonic gyre to

the west of Kayak Island is evident. The winds for the period are usually

weak with types 4 and 5 present throughout the record. The perturbations

in the currents are obtained from NEGOA current station 60 which is located

just off shore from the Copper River. It is useful to note that this is

an area where the predicted currents are quite weak and variable. Since

these observations will determine the scale and relative directional stability

of the predicted currents throughout the model we can expect that the

choice of this current meter as a keying station will lead to a relatively
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Figure 6-3. Chart of release sites for NEGOA trajectory studies.



high level of uncertainty. This will be reflected in the trajectories as

increased scatter. In retrospect, current station 60 would not be considered

an optimal choice and had model results been available prior to deployment

alternate locations should have been considered. Despite the problem of

this station placement it should be clear that the model results will still

be correct within the context of the formulation and accurately represent

the uncertainty inherent in the input data.

The trajectories from release location one are shown in figure 6-4.

This release point is located on the outer continental shelf southwest

of Icy Bay. From this point the trajectories are seen to move towards

shore with a potential threat to about 150 km of the coastline. Over this

region of shelf both winds and currents are weak and hundreds of hours

are typical for transit times to shore.

Trajectory releases from site two are shown in figure 6-5. This location

is in the vicinity of the continental slope mid-way between Icy Bay and

Kayak Island. These trajectories show a quite different behavior than

was seen in releases from site one. They are immediately under the influence

of the relatively strong baroclinic current that is due to an offshore

eddy interacting with the continental slope. This carries them rapidly

to the southwest. Under the influence of onshore winds most of them are

eventually moved out of the current onto the shelf, where many are seen

to move in a clockwise arch following the deep valley that cuts across

the shelf southwest of Yakutat. This example also shows several interesting

exceptions. Two trajectories move quickly onto the shelf and progress

more or less directly onshore. Two other trajectories are seen to move

out of the southwesterly baroclinic current in an offshore direction and

their movement is then dominated by the offshore baroclinic circulation.
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Figure 6-4. Summer trajectories of releases from site one.



Figure 6-5. Summer trajectories of releases from site two.



It is interesting to note that a satellite tracked drogue released from

the spill of the ARGO MERCHANT seemed to follow a similar sort of dynamic

path associated with a baroclinic Gulf Stream eddy.

Release site three is on the shelf southwest of Icy Bay. Trajectories

leading from this point are shown in figure 6-6 and for the most part

move directly towards the coast with the exception of a couple that move

towards the east, apparently dominated by weather types 5.0 and 5.1.

Release site four is on the shelf mid-way between. Icy Bay and Kayak

Island. Trajectories from this location are shown in figure 6-7. This

is a region of complex bathymetry and although the trajectories generally

lead north and northwest wide variations are seen both in pathways and

transit times.

Release site five is on the shelf southeast of Kayak Island. Trajectories

from this site are shown in figure 6-8. Most of the trajectories tend

towards the coast, but this is once again a complex area where the shelf

is quite narrow. Some of the trajectories are seen to lead offshore and

come under the influence of the baroclinic currents along the continental

slope, traveling nearly two hundred kilometers before being blown

out of the stream back onto the shelf.

Release site six is southwest of Kayak Island and the trajectories

from this point are seen in figure 6-9. From these the anticyclonic gyre

west of Kayak Island is seen to dominate the pathways with most of the

trajectories showing long residence times and eventually moving towards

the Copper River region. A secondary area where these trajectories tend

to concentrate is towards the northwest and Hinchinbrook and Montague Islands.

One trajectory diverges from the pattern and is seen to move east for about

three days eventually going ashore halfway to Icy Bay.
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Figure 6-6. Summer trajectories of releases from site three.



Figure 6-7. Summer trajectories of releases from site four.



Figure 6-8. Summer trajectories of releases from site five.



Figure 6-9. Summer trajectories of releases from site six.



Trajectories from the last release site (seven) are shown in figure

6-10. This location is in the region known as Tarr Bank and is situated

southeast of Hinchinbrook Island. Releases from this point move onshore

and potentially threaten a long section of coast from the Copper River

to Montague Island.

A second series of releases were considered for each of the above

locations under conditions appropriate for the following winter. The climate

types that represented the February and March 1975 period showed propor-

tionately more 1, 2 and 6 patterns corresponding to oceanic lows in various

positions. These in turn lead to dominant westerly flow predicted in the

wind set-up modes over the shelf. The winds at Middleton Island that were

used to scale the model were more energetic than for the previous summer

and as a result predicted displacements were generally more rapid. The

density data used to describe the baroclinic mode were obtained in February

1975. The field shows strong flows along the continental slope associated

with mesoscale eddies offshore. The anticyclonic eddy to the west of Kayak

Island is well developed and a generally westward drift is seen along the

outer edge of the shelf. This data set does not extend to the east beyond

Icy Bay and this sets the limit of the overall model domain. The current

meter station used to scale the residual currents was at station 62B which

was located near the edge of the shelf southwest of Icy Bay in a region

of large bathymetric gradients. This was once again not an optimal choice

for a current meter reference station. In this case the predicted currents

were significant, but its location near the edge of the shelf put it in

an area of strong baroclinic activity and the response to set-up modes

was not very sensitive to alternate patterns since it showed strong evidence

of bathymetric constraints. Once again the use of this current meter station
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Figure 6-10. Summer trajectories of releases from site seven.



location for scaling the modeled current residual will be correctly rep-

resented by a higher level of uncertainty in the trajectories.

Trajectories released from site one are shown in figure 6-11. The

majority of these are seen to move northwest across the shelf, although

several come under the influence of the offshore eddy south-southwest of

Kayak Island. This release site appears to threaten a large section of

coast in both summer and winter examples.

Releases from site two are shown in figure 6-12. As before, this

location is strongly influenced by the baroclinic currents along the slope

and lead to initial displacements to the east. Trajectories that move

north out of this current under the influence of the wind appear to establish

a northerly movement trending towards the coast. Interestingly, one

trajectory pathway escapes south of the gyre located over the slope and

reverses the apparent trend by consistently moving out to sea.

Trajectories released from site three southwest of Icy Bay are shown

in figure 6-13. The majority of these move onshore covering a seventy

kilometer front along the coast. Three exceptions are seen to move offshore

where they are clearly influenced by baroclinic flow. Two of the three

stay in the current band flowing west along the outer edge of the shelf

and end up at Kayak Island. The third track moves even farther offshore

and is carried southeast by the continental slope eddy.

Trajectories from site four are shown in figure 6-14. This location

shows a wide scatter (recall that it is a region of complex bathymetry)

with all but one of the trajectories trending north and west threatening

a wide section of coastline. As with site three, one trajectory leads offshore

and comes under the influence of the continental slope baroclinic gyre.
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Figure 6-11. Winter trajectories of releases from site one.



Figure 6-12. Winter trajectories of releases from site two.



Figure 6-13. Winter trajectories of releases from site three.



Figure 6-14. Winter trajectories of releases from site four.



The releases from site five southwest of Kayak Island are shown in

figure 6-15. Most of these move north impacting the southeast coast of

Kayak Island. Two exceptions are seen. The first of these moves offshore

and follows the now familiar, but still minority drift to the southwest

under the influence of baroclinic currents. Another pathway is seen to

move southwest, round Kayak Island, and eventually end up at the Copper

River.

Trajectories from site six are shown in figure 6-16 and show a wide

scatter, but appear to fall into several classes. The majority appear

to be trapped in the gyre circulation west of Kayak Island and eventually

end on the west coast of Kayak Island and along the Copper River delta.

A second class moves west north of Middleton Island and then northwest

towards Hinchinbrook Island. A subclass of the pathways that initially

move west appear to travel south in the vicinity of Middleton Island and

then move east or west subject to influence of the shelf edge baroclinic

currents.

Releases from site seven are shown in figure 6-17. From this location

the majority of the tracks move northwest towards Hinchinbrook Island and

the entrance to Prince Williams Sound.

Thus far this analysis has concentrated on collections of spills from

various locations with comments being confined to general characteristics.

The dynamic decomposition of the model and component reconstruction make

it possible to examine trajectories in much more detail. The individual

displacements associated with direct wind drift, baroclinic currents and

wind set-up plus residual currents can each be monitored throughout the

calculations. To demonstrate this five individual trajectories from the

summer and winter periods are examined in detail. First, considering the

July and August 1974 period, two trajectories have been selected from release
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Figure 6-15. Winter trajectories of releases from site five.



Figure 6-16. Winter trajectories of releases from site six.



Figure 6-17. Winter trajectories of releases from site seven.



site two (figure 6-18) and three trajectories have been selected from release

site six (figure 6-19).

Trajectory sl is seen to move generally northwest from spill site

two. The specific components responsible for this motion are shown in

figure 6-20. This particular track was initiated on the 16th of August.

Figure 6-20 shows five different time series vector stick plots. The first

two represent the observed currents and winds that are used to scale the

pattern and current residual. The last three time series vector stick

plots represent the conditions as predicted from the model within the Lagran-

gian frame of reference following the path of the trajectory. The first

two keying stations are basically Eulerian data. Many trajectory estimates

in the past have been based on progressive vector diagrams derived from

such data. These clearly will not reflect the appropriate pattern infor-

mation; that is, progressive vector diagrams can't represent trajectories

unless the fields have no spatial derivatives. The next three plots indicate

the spatial pattern information incorporated into the model. These plots can

be thought of as data collected from a drifting platform, collecting wind,

current and density data. Also included are the uncertainties suggested

by a comparison of model predictions and observational data at the location

of the current keying station. This analysis shows that the direct wind

forcing and baroclinic currents did not contribute significantly to the

movement of this trajectory. The total simulated current was clearly re-

sponsible fcr this trajectory's movement.

The second summer trajectory (s2) selected for study was initiated

on the 17th of July. The components responsible for this trajectory are

shown in figure 6-21. Initially (up to about 150 hours) the baroclinic

currents dominate the movement and the trajectory trends southeast. From

about 200 to 300 hours the total current moves the path south out of the
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Figure 6-18. Individual summer trajectories sl and s2 of releases from site two.



Figure 6-19. Individual summer trajectories s3, s4, and s5 of releases from site two.



Figure 6-20. Detailed analysis of trajectory sl.
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Figure 6-21. Detailed analysis of trajectory s2.
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dominant slope current. After 300 hours baroclinic currents are again

seen to dominate the movement (the trajectory is beyond the shelf edge

and influence of the hinge set-up modes). Towards the end of this case

study, after 480 hours the general winds increase and are seen to result

in a significant southeasterly component to the trajectory movement.

The third summer study (s3) is of a short trajectory released from

site six on the 7th of July. This trajectory leads quickly to the west,

towards Kayak Island. The results of this analysis are shown in figure

6-22. The baroclinic currents for this trajectory are consistently to

the south representing part of the gyre to the west of Kayak Island.

This is countered by hinge set-up flow to the north such that the total

currents have a steady easterly component. The wind drift is never dominant,

but steadily to the east. The net result of these factors is a

direct path to the east.

The fourth summer trajectory to be studied (s4) was released from

site six on the 22nd of July. The results of this analysis are seen in

figure 6-23. For the entire 300 plus hours of this drift the direct wind

contribution was small. For the first 130 hours this trajectory is within

the Kayak Island gyre pattern with the movement first north then east and

finally south. After about 144 hours the path has lead back nearly to

its original position. At this point several strong southerly excursions

carry the path out of the gyre to the westerly flowing region. After 200

hours the currents carry the trajectory steadily west and finally north,

encountering quite strong currents in the vicinity of the sea valley leading

in towards Hinchinbrook just before it goes ashore.

The last summer trajectory (s5) investigated left site six on the

6th of August and the results of this analysis are shown in figure 6-24.
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Figure 6-22. Detailed analysis of trajectory s3.
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Figure 6-23. Detailed analysis of trajectory s4.

236



Figure 6-24. Detailed analysis of trajectory s5.
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Once again the direct wind contribution is small although it is steadily

to the east and slightly south. The currents (both baroclinic and total)

show evidence of the Kayak Island gyre, moving north for about 100 hours,

south for another 60 and then more or less steadily north till the path

leads ashore near the Copper River. Like the last example, this trajectory

leads back to its point of origin, but did not receive a short southerly

push necessary to escape the gyre circulation.

Of the five winter trajectories studied in detail three originated

from site five southeast of Kayak Island (figure 6-25) and two originated

from site seven (figure 6-26).

The first winter trajectory (wl) left site five on the 2nd of February

and proceeded rapidly (about 2 km per hour) to the east-southeast. The

results of this analysis are shown in figure 6-27. During the first 18

hours the currents carried the path strongly to the south under the influence

of weather type 6.0. This was able to move the trajectory into the area

where baroclinic currents along the continental slope dominate the movement,

as can be seen from the currents after about 20 hours. The winds, although

never really a major factor, pick up after about 20 hours and remain in

the same general direction as the currents contributing to the large overall

drift.

The second winter trajectory (w2) left site five on the 27th of February

and is quite different from the case considered above (figure 6-28).

The first three days both the currents and winds are seen to carry the

path to the east with the currents adding a slight northerly component.

This carries the trajectory onto a shelf region where baroclinic currents

are continually weak. Up until about 220 hours the path wanders around

with the winds and currents often counter to each other. At around 230

hours a strong wind event is seen to develop local winds in excess of 20
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Figure 6-25. Individual winter trajectories wl, w2, and w3 of releases from site five.



Figure 6-26. Individual winter trajectories w4 and w5 of releases from site seven.



Figure 6-27. Detailed analysis of trajectory wl.
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Figure 6-28. Detailed analysis of trajectory w2.
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m/sec driving the trajectory westward into Kayak Island.

The third trajectory studied from the winter data (w3) left site five

on March 4th. The results of this investigation are seen in figure 6-29

and show an interesting series of exchanges between dominant processes.

For the first 24 hours the wind kicks the path off to the west. On the

third day the total current advects to the south. From 72 to 110

hours the baroclinic and wind currents are mostly at odds resulting in a

slow movement to the northwest. About hour 120 a strong wind event sends

the trajectory off to the west. After hour 150 the winds and currents,

although strong, are pretty much balancing each other and the net drift

is north as indicated by the baroclinic currents.

These last three trajectories, all from site five, indicate the sig-

nificance of early movements and their role in moving the trajectory into

different advective regimes.

The fourth winter trajectory to be studied (w4) in detail left site

seven on the 2nd of February (figure 6-30). For the first 100 hours the

winds, although not as strong as the currents, are more persistent and

lead to a net southerly drift. After about 120 hours the baroclinic currents

are relatively large and influence the overall currents. Their influence

is particularly evident in the direction reversal seen north of Middleton

Island (figure 6-26). From 200 hours onward the wind and currents are

highly variable and a number of loops and meanders are seen in the trajectory.

The last trajectory studied (w5) was released from site seven on the

4th of March and the results are shown in figure 6-31. For the entire

duration of this trajectory the baroclinic currents are small. For

approximately 300 hours the currents and winds are both large, but

often counter each other and the trajectory oscillates east and west.

After about 300 hours both develop northerly components and the resultant

path quickly moves north to hit the coast on Hinchinbrook Island.
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Figure 6-29. Detailed analysis of trajectory w3.
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Figure 6-30. Detailed analysis of trajectory w4.
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Figure 6-31. Detailed analysis of trajectory w5.
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In this section a demonstration of trajectory analysis techniques

has been presented using NEGOA data. In this the model synthesized the

results of the components described in the earlier chapters of this report.

The integration and graphic presentation of all the component segments

as well as a detailed analysis of selected trajectories is documented

in a representative presentation.
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7. Conclusions

A comprehensive trajectory model has been developed for NEGOA

with the following features:

The model includes three elements - surface wind drift, barotropic
currents (wind driven) and baroclinic currents (density driven).
The elements form a physically consistent set with approximately
the same level of sophistication in each component. The
formulation explicitly couples wind and current variations as
suggested by observational shelf studies.

Synoptic meteorological data drive a set of local wind fields
and the barotropic component of a diagnostic model of coastal
currents. The set of local wind and current fields are chosen
to represent the observed range of atmospheric variability. The
data set for the baroclinic component of the diagnostic model
is the available hydrographic survey data.

The linear decomposition of the diagnostic model into density
and wind driven components makes it possible to identify the
regional response associated with each of the forcing mechanisms.

The Green's function solution for the barotropic current response
for NEGOA is complete for any arbitrary wind field. The
diagnostic model need not be run on a case by case basis for
the barotropic component in future trajectory calculations.

A method for treating the uncertainty in the input data to
trajectory calculations is included. The difference between a
current meter record and the cumulative model response is treated
as a residual. The residual is applied throughout the field,
scaled by the ratio of the barotropic response at each location
to the response at the current meter. The result represents
a dispersive element in the family of trajectories which
accounts for both unresolved high frequencies in the current
field and cumulative model uncertainty.

The input to the trajectory calculations are the available long
time series of sea level pressure charts and, at present, a
surface current meter and anemometer time series. The possibility
exists to remove the dependence on the current meter and
anemometer through a stochastic treatment of residuals.

This report has presented sample trajectory calculations for

July-August 1974 and February-March 1975. It does not include the

climatological assessment of spill possibilities in NEGOA. Such
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an assessment may now be undertaken based upon available data.

Conclusions about current circulation in NEGOA which have been

derived from RU#140 to date are:

Baroclinic response, particularly the encroachment of mesoscale
eddies, dominates the currents at the shelf break.

In general,surface wind drift and barotropic response dominate
currents on the shelf.

The major exception is the baroclinic gyre behind Kayak Island,
which occurs in 6 of 7 density data sets.

The results of the diagnostic model infer that the coherence
length scale of currents on the shelf is on the order of 30 km,
the diffusive scale, and is order 300 km at the shelf break,
controlled by conservation of potential vorticity along isobaths.

To measure currents in NEGOA certain locations are much more
desireable than others, relative to their horizontal coherence,
magnitude and variability.

Dispersion of trajectories is quite large and bimodal. Temporal
variation of wind plays an important role as well as the spatial
variations of the relative magnitude of wind driven and density
driven drift.
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APPENDIX A

Development of a Simplified Diagnostic Model

for Interpretation of Oceanographic Data

by

J. A. Galt

(Reprint of: Galt, J. A. 1975. Development of a simplified diagnostic
model for interpretation of oceanographic data. U.S. Dep. Commer., NOAA
Tech. Rep. ERL 339-PMEL 25.)
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LIST OF SYMBOLS

A, B, C, D variable coefficients, known functions of position

d vertical position of ocean bottom

f Coriolis parameter - vertical component of Earth's rotation vector

fo regional average Coriolis parameter

g acceleration of gravity

H constant used to scale the depth

J Jacobian differential operator J(a,b) =[FORMULA]

K eddy coefficient for diffusion of momentum

[arrow]k unit vector in the positive z direction

L a scale length for horizontal dimensions

N eddy coefficient for diffusion of density

N[subscript]1 non-dimensional scaling parameter [FORMULA]
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n, s Locally orthogonal coordinate axes with s along a given curve
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P(A) atmospheric pressure

P(d) pressure at the bottom of the ocean z = d

P([zeta]) pressure on the surface z = o

R radius of the Earth

T[subscript]n  integrated mass transport normal to a given boundary

T[subscript]x integrated mass transport in the x direction

T[subscript]y integrated mass transport in the y direction

t time-independent variable

255
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x, y, z Coordinate axes - independent variables

[alpha] vertical integral of fluid density
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[epsilon] constant used to scale density variations

v del operator [FORMULA]

[zeta] vertical position of the sea surface

ø latitude
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[rho]o constant representative fluid density

[arrow][tau] horizontal component of wind stress at the surface

[tau]X x-component of surface wind stress

[tau]Y y-component of surface wind stress

mass transport stream function

Earth's rotation vector
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DEVELOPMENT OF A SIMPLIFIED DIAGNOSTIC MODEL

FOR INTERPRETATION OF OCEANOGRAPHIC DATA

J. A. Galt

A steady state numerical model of ocean
circulation is formulated to include geostrophic and
Ekman dynamic balances as well as the effects of
bathymetric variations. The model is diagnostic in
that certain segments of the flow are determined from
field data. In particular the baroclinic portion of
the geostrophic mode is obtained from in situ density
measurements and the surface wind driven layer is
determined from wind stress data. The model solves
for the required barotropic mode and subsequent bottom
frictional layer that satisfies continuity and the
assumed boundary conditions.

The dependency of the model solution on input
data and boundary conditions is discussed. For the
case where bottom friction is not included the model
reduces to a first order, ordinary differential equa-
tion that can be solved along characteristic (f/d)
contours. For preliminary model studies this simpli-
fied formulation is recommended with a combination of
moored current meter data and dynamic height calcula-
tions for boundary conditions.

1. INTRODUCTION

In doing oceanographic studies, one has traditionally been faced

with the task of estimating circulation. This has proved a formidable

undertaking and success has been limited even in restricted areas.

Direct measurements have proved particularly difficult. Stable platforms

that can survive the ocean environment for extended periods are hard to

engineer and recording current meters are expensive. Once the direct
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measurements are obtained, problems in analysis are common, with typical

measurements showing significant energy at higher frequencies. These

energetic fluctuations make it difficult to calculate significant mean

currents, or obtain coherent flow patterns over even very short distances

without averaging quite long records. For many applications it is just

this mean flow that is needed and the effects of higher frequency fluctu-

ations could be adequately represented by eddy coefficients.

Since direct current measurements are so difficult to make and apply

to regional oceanographic studies, it is reasonable to attempt a theo-

retical description of currents. To do this, equations representing the

flow must be formulated and solved. The Navier-Stokes equation is basi-

cally an expression of Newton's second law that can be applied to geo-

physical fluids. Combining this with equations for continuity and the

distribution of density, a closed set of equations is obtained that is

theoretically capable of solution. This set of equations may be written

in the following form which is appropriate for large-scale oceanic flows:
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[arrow]v vector velocity

n rotation vector of the Earth

[rho] density

p pressure

g acceleration of gravity

[arrow]k unit vector in the vertical direction

K eddy coefficients for the diffusion of momentum

N eddy coefficients for the diffusion of density - note:

formulating the equations in terms of the diffusion of density

eliminates the equation of state.

These equations have been simplified to some degree already; never-

theless they do represent a relatively general formulation of the circu-

lation and solutions can be attempted. Problems arise,however,since this

set of equations is extremely rich in solutions. In addition, nonlinear

effects make general solutions impossible in analytic form,and even with

numerical approximations only limited ranges or scales of flow can be in-

vestigated. To get around these mathematical difficulties additional ap-

proximations can be introduced. These limited formulations can consist-

ently represent certain classes or parts of the flow that are thought

to be dominant. Even in these simplified forms major difficulties still

stand in the way of a purely theoretical description of the flow. In

particular, the advection of the density field by the currents leads to

mathematically complex expressions. If both the fluid velocity and the
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density are dependent variables then even the simplified forms of the

equations are nonlinear. The idea of diagnostic modeling is to get

around this particular difficulty.

In a diagnostic model the density is not taken as a dependent vari-

able. It is obtained by direct measurements in the field or region of

interest. The direct measurements are then used as coefficients to'lin-

earize the theoretical equations. Looking at this in a slightly differ-

ent light, a diagnostic model solves for the velocity field subject to

some observed density distribution and the equations of motion. In this

sense it is a combination of direct observations and theoretical solutions.

It should be pointed out, however, that the direct observations required

are of the density field. (In the ocean this requires temperature and

salinity measurements.) These are much easier to obtain on a routine

basis than direct measurements of the actual currents. In its simplest

form, then, a diagnostic model analyzes the observed temperature and

salinity distribution of a region and supplies the current implied by

them.

Diagnostic modeling is not new to meteorology or oceanography. The

standard geostrophic calculation of currents using the dynamic method

(Formin, 1964) is a form of diagnostic modeling. Russian scientists

have been particularly active in the development of very general diagnos-

tic models and in applying them to large-scale oceanic circulation. An

interesting review and discussion is presented by Sarkisyan and Keondjiyan

(1972). Bryan (personal communication) has also investigated large-scale

ocean circulation using diagnostic formulations in the initialization of
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more complex prognostic modeling experiments. Peng and Hsueh (1974) have

applied a relatively complete diagnostic model to a coastal zone as part

of the CUE study. The initial dynamic processes included in their work

are similar to those proposed in this study, i.e., geostrophic plus Ekman

flow. This is a quite common point of departure for linear circulation

models. In their work Peng and Hsueh carry out relatively detailed scale

analysis for the special case where the bottom slope provides the dominant

gradient in the potential vorticity. In applying their model a somewhat

idealized coastal configuration was used.

The object of the present work is to formulate a simplified diagnos-

tic model that can readily be used in the interpretation of data from

coastal and continental shelf regions. Optional sets of boundary condi-

tions and computational techniques will be presented. A detailed deriva-

tion of the model equations will be presented in the following section.

Before this, a brief outline will be given of the types of flow included

in the formulation.

Scale analysis of the equations of motion for open ocean flows indi-

cate that accelerations are small and that Coriolis and pressure forces

nearly balance each other. If this balance is assumed, a geostrophic

current is represented. The equation for this is
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For these same scales of motion the relationship between the pressure

and the density is hydrostatic, i.e.,

To obtain a diagnostic relationship between the density and velocity

equation (4) is differentiated with respect to z and equation (5) is

substituted for the pressure term. This results in the so-called

"thermal wind" equation:

From this equation the geostrophic velocity can be obtained to within a

constant of integration providing the horizontal gradients in the den-

sity are known.

Near the surface of the ocean a wind-driven layer (Ekman layer) is

superimposed on the geostrophic flow. The dynamics of the flow are rep-

resented by a balance between the Coriolis force and shear stress. This

results in the equation:

Equation (7) is also in a diagnostic form in that the wind-driven

currents can be determined once the surface stress distribution is
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known. The simple linear sum of equations (4) and (7) then represents a

wind-driven baroclinic regime. Moreover, a recent study by Beardsley and

Butman (1974) suggests that this relatively simple formulation can de-

scribe a significant portion of the observed flow in some continental

shelf regions.

The Ekman plus geostrophic formulation can easily be extended to

include bottom stress and a subsequent bottom Ekman layer. Given the

density distribution and the wind stress the flow is then completely

determined to within the constant of integration that results from equa-

tion (6). Traditionally this constant has been evaluated using the as-

sumption that horizontal velocities go to zero at great depth (level of

no motion),or equivalently, that the slope of the sea surface is known.

While this may be a reasonable assumption in deep water, it is quite

clearly not true in the shallower regions over the continental shelf. In

this case an alternate method of obtaining the constant of integration

must be considered. One straightforward approach is to set continuity

constraints on the transport. Typically these will require that the di-

vergence of the total horizontal flow is zero. A classical open ocean

model incorporating this type of dynamics was done by Sverdrup (1947).

In shallower regions over the continental shelf and slope, the circula-

tion may interact strongly with the sloping bottom. Satisfying an inte-

gral condition on the transport has the additional advantage of allowing

the flow to couple appropriately with the bathymetry; thus this formula-

tion satisfies potential vorticity constraints and includes the important
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Joint Effects of Baroclinicity And bottom Relief (JEBAR) (Sarkisyan and

and Ivanov, 1971; Holland, 1973).

From this relatively simple theory a diagnostic model can be

developed that includes wind-driven currents, geostrophic flow (baro-

tropic and baroclinic modes), frictionally controlled currents along

bottom, and the effects of complex bathymetry. This model will then be

used to describe the flow along coastal and continental shelf regions

using relatively easy to obtain wind and density data as input.

2. DEVELOPMENT OF MODEL EQUATIONS

We may begin by considering a coordinate system in the northern

hemisphere, as shown in Figure 1. The x and y axes are horizontal and

at the mean elevation of sea level; x points to the east and y to the

north. The z axis is positive up giving a right-handed Cartesian co-

ordinate system; C(x, y) defines the vertical position of the free su

face, and d(x, y) gives the vertical position of the bottom.

Making the assumption that the pressure is hydrostatic gives

where P(A) is the local atmospheric pressure at sea level. Assuming that

the ocean adjusts to this atmospheric pressure as an inverted barometer,

there will be no associated steady-state flow. Without any loss in
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Figure 1. Coordinate system used for model equations.

generality, P(A) will be taken as zero. We may now obtain horizontal

components to the pressure gradients by differentiation of (10), i.e.,

Using Leibniz's rule for interchanging the order of differentiation and

integration in the first term on the right-hand side gives

where p(C) is replaced by po, a characteristic constant density. The

second term on the right-hand side is negligible compared with the typical

values for the other two terms. It represents the baroclinic contribu-

tion to the pressure gradient of something less than the top meter of
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water. For a homogeneous upper layer this would be identically zero and

will be assumed zero in this model. Both of these assumptions will be

clearly appropriate when the equations are scaled and nondimensionalized

in a following section of this report; thus equation (12) becomes

The first term on the right-hand side gives the barotropic contribution

to the-pressure gradient, i.e., that part caused by the slope of the sea

surface. It is obviously independent of depth and with present technology

cannot be measured at sea. The second term on the right-hand side gives

the baroclinic contribution to the pressure gradient, i.e., that part

caused by the internal distribution of mass in the ocean. This can be

obtained from standard oceanographic stations using a Nansen bottle or

STD data.

Using the same arguments, the y component of the pressure gradient

can be written as

We may now consider an ocean region where the currents are the sum of a

surface Ekman layer driven by the wind, a geostrophic interior driven

by barotropic and baroclinic pressure gradients, and a bottom Ekman

layer that matches a zero slip condition along the bottom. The equations

to represent this flow are as follows:
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where u and v are the x and y components of velocity,respectively. In-

tegrating these equations from d to C and using Liebniz's rule gives

where Tx and Ty are the x and y components of the mass transport, [tau]x(d)

and [tau]y(d) are the x and y components of the stress évaluated at the

bottom, and [tau]x(t) and [tau]y(c) are the x and y components of the wind

stress acting on the surface of the water.

By cross differentiating equations (18) and (19) and subtracting,

the following vorticity equation is obtained: (assuming f = f[subscript]o + 2[beta]y)

Setting the divergence of the total transport equal to zero means that

the last term on the left-hand side is identically zero. In addition,

making the Boussinesq approximation the surface layer is assumed homo-

geneous and the first term on the right-hand side is zero. This leaves

the following vorticity equation:

The stress at the bottom can be evaluated using Ekman theory. (Neumann

and Pierson, 1966, p. 200). Assuming that the depth of water is greater
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than the depth of frictional influence, the stress will be linearly

related to the geostrophic velocity at the bottom. In Peng and Hseuh's

(1974) model this assumption is not made and the more general case where

the water depth can be smaller than the Ekman layer thickness ([pi][square root](K/pf)) is

included. This leads to more complex coefficients in the final formula-

tion and it is not particularly clear that it extends the usefulness of

the model very much. In particular, if the water is shallower than

20-30 meters the linear dynamics become highly questionable. Proceeding

with the assumption that the depth is greater than the Ekman depth,

where U(d) and v(d) are the geostrophic velocity components evaluated at

the bottom and y is a dimensional factor proportional to an eddy coef-

ficient.

The geostrophic velocity can be obtained from the horizontal com-

ponents of the pressure gradient, i.e.,

To simplify this the density on the left-hand side of these equations

may be taken as the representative constant value. This is equivalent

to making a Boussinesq approximation and gives the following results:
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In the absence of significant variations in the Coriolis parameter (i.e.,

where horizontal length scale is small compared with the radius of the

Earth), this equation can be solved for the single dependent variable,

bottom pressure. A more useful form of the equation can be obtained by

substituting from equations (13) and (15) into the above. Doing this

gives the following equation in the two unknowns, surface elevation and

y-component of transport:

This equation specifies the complete vorticity balance represented

in the model, and it may clarify the physics a bit to identify the sig-

nificance of each term. The left-hand side of the equation gives the

so-called [beta]-effect or planetary tendency associated with variations in

the Coriolis parameter. The first two terms on the right-hand side of

the equation represent the joint interaction of the flow with the bathy-

metry. These are the JEBAR terms with the first of the pair giving the

contribution from the barotropic mode and the second giving the baro-

clinic contribution. One can note that for homogeneous water the second

term would be identically zero and the first would give the familiar
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stretching term in the conservation of potential vorticity. On the other

extreme, if a complete baroclinic adjustment resulted in no net horizontal

pressure gradient at depth, these terms would identically cancel each

other. The third term on the right-hand side represents the vorticity

contribution by the barotropic mode caused by bottom friction. The

fourth term gives the vorticity added through the baroclinic mode by

bottom friction. Finally, the last term in equation (27) is the vorticity

added to the flow by the wind stress.

To solve equation (27) we must come up with an additional relation-

ship between the transport and the surface elevation. This can easily

be done by enumerating the components to the total transport. To begin

with, the transport in the surface Ekman layer is given by

subject to the condition that the water depth is greater than the Ekman

layer thickness. Next the barotropic velocity is independent of depth

and given by
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again subject to the condition that the water depth is greater than the

Ekman layer thickness, and substitution into this from (13), (15) and

(24) gives

The total mass transport in the y direction can now be written as the

sum of equations (28), (29), (30) and (33), i.e.,
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For completeness the x-component of the mass transport will be written as

Equations (27), (34) and (35) now give three equations in the three un-

knowns Tx, Ty and A. From these it is possible to obtain a single equa-

tion for the elevation of the free surface, or for the transport (ex-

pressed in terms of a stream function). Sarkisyan and Keondjiyan (1972)

discuss the relative merits of each formulation in some detail. In

this work some attention will also be given to the following alternate

forms.

2.1 Surface Elevation as Dependent Variable

For the present section the free surface elevation will be chosen as

the dependent variable, thus focusing attention on the near surface cur-

rents. Substituting equation (34) in (27) and rearranging terms gives

This, then, is a final model equation. It is elliptic in the single un-

known c. It represents a diagnostic model in that the variable coeffi-

cients are all given in terms of known constants, the depth distribution

and the observed density field. Solving this equation is equivalent to
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finding the barotropic mode that satisfies continuity, subject to a

given baroclinic mode, wind stress driven Ekman layer and assumed Ekman

dynamics in a bottom Ekman layer.

2.2. Transport Stream Function as a Dependent Variable

In this section a diagnostic equation for the total transport will

be derived. This option tends to focus attention on the integrated flow

and in some cases leads to more natural, or easier to interpret, boundary

conditions. To develop this form of the equation (34) and (35) can be

solved for the gradient components of the surface elevation. These

values are then differentiated and the results substituted into (27).

For the general case the algebra involved is quite tedious and the re-

sulting formulation so unwieldy that it is not of any practical value.

One special case is quite useful, however, and this will be developed.

In particular, if the frictional drag on the bottom is zero (formally

y = o), equations (34) and (35) no longer require simultaneous solution,

and we may proceed directly as follows:

and substituting these into equation (27), again with the assumption

that y = o, and introducing a stream function for the total mass trans-

port such that
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Here again we have a diagnostic model with the total transport stream

function as the dependent variable expressed in terms of the density

distribution, bathymetry and the surface wind stress distribution. The

solution will yield the transport that satisfies the integrated continu-

ity constraints subject to a measured baroclinic mode, surface wind-

driven Ekman layer and bathymetric distribution.

3. BOUNDARY CONDITIONS AND DATA REQUIREMENTS

In the preceding section two diagnostic equations were derived:

Equation (36) giving the surface elevation or barotropic mode and (40)

giving the total integrated mass transport. To make use of these equa-

tions a method of solution must be introduced and appropriate boundary

conditions applied. In this section a number of specific cases will be

considered and the demands for input data and boundary conditions will

be discussed.

The first case to be considered will be the one represented in equa-

tion (36). This form is relatively general in that it includes both

surface and bottom Ekman layers, geostrophic flow (including barotropic

and baroclinic modes), the effects of bathymetry, and the variation of

the Coriolis parameter with latitude. The equation can be written in

the following form:
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The variable part of these coefficients depends on the depth, the den-

sity distribution and the wind stress field.

The depth distribution can be obtained with satisfactory accuracy

from standard hydrographic charts. In virtually all cases the quantity

and quality of the bathymetric data is better than any of the other re-

quired input data. It is only necessary to digitize chart data and de-

velop some appropriate method for interpolating and differentiating the

results. Once this is done it is a relatively simple task to calculate

the depth and gradient of the depth at whatever numerical grid points

are desired.

The density information that is required is contained in the values

of [alpha](d) and [delta] introduced in (14) and (31). These are specified by the

density as follows:
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which is clearly related to the pressure in a hydrostatic fluid. This

integral would typically be done numerically after obtaining values for

the integrand at discrete depths from Nansen bottle or STD data. Numer-

ically this is quite similar to the type of procedure that is routinely

done to calculate specific volume anomaly and dynamic heights. Once

this is done the two required definite integrals can also be calculated,

i.e.,
0 0 o0 o

[alpha][subscript]d =[FORMULA] [delta]=[FORMULA]

These would also be integrated numerically. A physical interpretation

of these terms is perhaps now more apparent. The first obviously relates

to the pressure or mean density and the second represents the first

moment of the density around the bottom depth. After the field of [alpha][subscript]d

and [delta] is obtained,horizontal derivatives must be calculated at required

grid spacings. This would once again require the development of some

interpolation scheme. It should be noted that in deep water [alpha]d and [delta]

may turn out to be very large numbers and that the gradients will be

given as relatively small differences between these large numbers. This

can lead to the loss of significant figures and subsequent numerical dif-

ficulties. For typical oceanic depths (> 4000 m) this can be a serious

problem,and even the best quality data may need to be artificially

smoothed before reasonable results can be obtained. In shallower water

over the continental shelf and slope this accuracy problem tends to be

less troublesome for two reasons. First of all the depth is much less,

typically several hundred meters; and secondly, the density gradients
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are often greater than in the open ocean. It appears then that the

classical method of calculating currents by dynamic heights and diagnos-

tic models complement each other. In deep water, baroclinic compensa-

tion is likely to take place,and the assumption of a stationary

reference level is not altogether improbable. This is just the point

where inaccuracies in the integrated transport make it difficult to

apply continuity constraints, and hence diagnostic modeling techniques

are difficult to apply. Conversely, in shallower water baroclinic ad-

justment is not likely to take place and interactions between the flow

and the bathymetry are significant. This then will make a reference

level concept unworkable and leaves diagnostic modeling as a strong

alternative since the numerical problems associated with the transport

constraints will be reduced and this method can include the effects of

complex topography.

Another potential source of error in the density field measure~

ments must also be considered. These do not depend on numerical errors,

but rather on sampling schemes that are typically used to collect the

data. The dynamics of the model assume the flow to be geostrophic,

hydrostatic,and steady. To the extent that these conditions are not

met and are reflected in the data,the model will introduce erroneous

results. Two obvious sources of potential error come quickly to mind.

First of all, if there are strong internal tides in the region of

interest these may well alias the density field. To test for this

eventuality a local study that can resolve internal tides would seem

prudent. For example, a few 24-hr series of STD casts at one location
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should indicate the typical magnitude of density perturbations introduced

into the data. Secondly, a problem could develop if the density data

is not truly synoptic. Typically a single ship could gather density

field data in something like a week. If this is the case, a regional

baroclinic current with time scales of a week or less would tend to dis-

tort the density field and errors in the calculated gradients may result.

The most likely currents to alias the data in this manner are quasi-

geostrophic shelf waves. To minimize this difficulty, the regional data

should be collected as quickly as possible. In addition, long-term

current records can be analyzed to estimate the potential magnitude of

these errors.

Both of the problems mentioned above could be minimized by using

density fields that represent the average of an ensemble collection of

data. This would require the analysis of historical data, and, if

enough is available to construct a reasonably smooth mean density field

for whatever periods are of interest, would be an attractive option.

The final independent variable input needed for the model is the

surface wind stress. For most oceanographic studies, wind data are

notoriously poor. Under the best circumstances one might expect to

have a few strategically located shore stations and moored buoys that

report winds. In cases where this is not available it is possible to

estimate the wind stress field using atmospheric pressure data (Aagaard,

1969, 1970). If pressure maps are not available on a synoptic basis it

is often possible to use climatological data. In most cases the spatial
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resolution of the wind field is minimal and only the general characteris-

tics of the wind forcing can be included in the model. Even at this

minimal level the wind effect can significantly modify the flow patterns

in coastal areas and important additions to the flow dynamics are repre-

sented by including them. For example, the barotropic setup along the

coastlines caused by Ekman transport is included in the dynamics of the

model, and the resulting coastal currents will be simulated.

It now remains to specify the boundary conditions necessary to

uniquely solve (41). The form is clearly elliptic, so there are several

optional sets of boundary conditions that would close the problem.

Because the dependent variable is surface elevation, Dirichlet type

boundary conditions will be relatively easy to interpret (Sneddon, 1957),

i.e., specification of the surface elevation around the perimeter of the

domain will be sufficient to completely determine the solution. Since

the sea surface along the boundary gives the normal component of the

barotropic mode, this is equivalent to specifying the distribution of

barotropic flow into the region. This is represented schematically in

Figure 2.

In a mathematical sense the problem is now formally closed, but to

make much use of the model a bit more detail on the implications of

various boundary value specifications seems in order. In addition, some

thought should be given to how the actual boundary values might be ob-

tained in a consistent manner.
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Figure 2. Dirichlet type boundary conditions
for region of interest.

To begin with, we may note that the barotropic transport across a

unit length of boundary (where s is distance measured along a prescribed

line) is given by:

If the depth is constant along a closed path of integration (i.e., the

boundary), then the net barotropic transport into the region is identi-

cally zero (unless the region is large enough so that variations in f

are significant). The same will be true for the total geostrophic trans-

port, and thus for the baroclinic mode and barotropic mode, individually.

This can also easily be seen from (30), assuming d and f are constants,

meaning that for flat bottom regions or closed bathymetric contours the
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geostrophic flow cannot directly contribute to the net advection of

either mass or vorticity into the domain. For this particularly simple

case any wind-driven convergence in the surface Ekman layer must be

balanced by divergence in the bottom layer. Assuming Ekman dynamics for

the lower layer, any divergence will be proportional to the negative curl

of the geostrophic flow. From this, the dependence of the solution on

the forcing and boundary conditions can easily be seen, i.e., the rota-

tional component of the flow is determined by the wind stress distribu-

tion. In addition, an incompressible component is added to satisfy the

given boundary values. It is also clear that the problem will become

degenerate as the frictional coefficient for the bottom layer approaches

zero (equation 41). Physically the geostrophic vorticity will approach

infinity and mathematically the higher order terms drop out and the equa-

tion goes from an elliptic form to a first order partial differential

equation. This important special case will be considered in more detail

later.

We may now consider a more general situation where there is a vari-

able depth region to be investigated. Once again,if the surface eleva-

tion is given around the perimeter,the inflow (outflow) of the barotropic

mode is determined. In this case it is possible, in fact likely, that

the barotropic mode will give some net advection of mass or vorticity

into the domain. In general, the only case where the barotropic mode

does not add any net contribution to either the mass or vorticity is

where water enters and exits the model region on the same bathymetric

contour. This of course satisfies the conditions for conservation of
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potential vorticity in a homogeneous geostrophic fluid (a limited subset

of the physics included in the model formulation).

One of the major difficulties in formulating the model boundary con-

ditions should now be clear. The divergence in the surface Ekman layer

and the baroclinic mode are given by the diagnostic input data (i.e.,

wind stress and density field). In addition, the boundary conditions

specify the net divergence of the barotropic mode. If these do not sum

to zero, the only alternative available to the model is to satisfy con-

tinuity with the secondary flow in the bottom frictional layer. If the

imposed boundary conditions are accurate then there is no difficulty.

If, on the other hand, the balance is not correct, extraneous circulation

in the barotropic mode around the boundary will result. In particular,

a clockwise boundary circulation will give divergence in the bottom

layer and a counterclockwise boundary current will give a net convergence

in the bottom layer (fig. 3). In addition, we can see that the secondary

flow required for the continuity balance is coupled to the geostrophic

currents with the bottom frictional coefficient. If this is reduced,

the couple becomes weaker, and much stronger boundary currents are re-

quired. Much the same kinds of arguments can be made about the vorticity

balance within the model. This type of behavior is not uncommon in the

solutions to differential equations where the highest order terms are

multiplied by a small parameter, and boundary layers can be anticipated

(Cole, 1968). This leads to the troubling conclusion that for small

values of bottom friction coefficient the model may be very sensitive to

the boundary conditions.
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Figure 3. Net divergence within the area due to transport
in secondary bottom boundary currents.
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It should perhaps be pointed out that many partial basin models,

both prognostic and time dependent, allow a steady geostrophic solution

and are subject to these same potential difficulties. In some cases,

this does notseem to be clearly understood,and insufficient care in the

specification of boundary conditions has made model results difficult to

interpret.

In other model studies, the effect of boundary currents is reduced

by making the solution area larger than the actual area of interest. In

this way it is hoped that errors near the model boundaries will not

seriously affect the solution in the area of interest. This appears to

be fairly successful in some cases but adds considerable complexity to

the problem and is not consistent with the present goal of coming up

with an operational easy-to-apply regional model.

To approach the problem of boundary conditions from a different and

slightly more optimistic point of view, we can consider the equations

without bottom friction and look at the implications of how the flow will

be modified by introducing the small secondary flow associated with weak

bottom friction.

In many respects this is in line with intuitive ideas of ocean cur-

rents. In general, it seems that bottom friction is not a dominant

factor in the dynamics even in shallow water currents, and in deeper

water the effects of bottom friction are essentially negligible.

Proceeding along this line, we may rewrite (36) assuming that y is

zero:
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This is now a first-order partial differential equation, and the appro-

priate boundary conditions are quite different from those required for

(41). To get some indication of what these are and how they will deter-

mine the solution, we may consider the simplified case of a barotropic

fluid with no surface wind. Under these assumptions the density is a

function of z only, i.e.,

p = p (z)

This results in the first two terms on the right-hand side of (48) being

zero. With no stress the last two terms on the right-hand side are also

zero, leaving:

Physically the problem has been reduced to the familiar conservation of

potential vorticity where the flow follows f/d contours. In a mathema-

tical sense the most general solution to equation (49) is

where w(f/d) is an arbitrary function (Courant and Hilbert, 1962). Clearly,

then, the solution for the entire domain is known once w is determined.

To do this, the value of C must be given along any line that runs mono-

tonically from the lowest value of f/d in the region to the highest

(fig. 4). Even in the baroclinic case, the f/d contours will represent
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characteristics for the differential equation, which means that along any

of the f/d contours the partial differential equation can be written as

an ordinary differential equation. To clarify this a bit, we may rewrite

the Jacobian in a local orthogonal right-handed coordinate system where

the n-axis is normal to f/d contour and the s-axis is along the contour

(fig. 5). In this form, (48) becomes

where RHS just represents the right-hand side of (48) divided by gpo.

Next we see that the choice of coordinate systems makes the first term on

the left-hand side equal to zero, and we are left with an ordinary dif-

ferential equation:

From a numerical point of view this is now a straightforward problem.

The right-hand side of (52) is given in terms of known quantities.

Starting from the known point (boundary condition) on each f/d contour

the equation can be integrated along the contour in either direction.

In most cases a simple desk-top computer could handle the problem after

some initial data analysis. Qualitatively the model reduces to about the

same level of difficulty as the problem of calculating geostrophic cur-

rents using dynamic heights.

From the form of (52) we can also clearly see the physical signifi-

cance of the right-hand side terms in (48). They represent the compo-

nents of cross contour flow associated with the baroclinic (first two
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Figure 4. Required boundary conditions and characteristics
for formulation without bottom friction.

Figure 5. Orthogonal coordinate system
related to f/d contours.
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terms) and Ekman wind-driven modes (last two terms). The change of C

along the contour physically represents the barotropic component of cross-

contour flow, and to conserve the potential vorticity in the water column

this barotropic stretching effect must just balance the contributions

from the baroclinic and Ekman flow. In this context it is also obvious

what happens in a region where the f/d gradient vanishes. The required

stretching from the barotropic mode is impossible and a vorticity balance

cannot be obtained. As was mentioned before, in a uniform depth region

the geostrophic modes are non-divergent and a non-geostrophic component

to the flow is required for solution, unless the curl of the wind stress

is zero and it has no meridional component. In the context of the present

model this non-geostrophic component would be the bottom frictional layer.

We are now in a position to work back to the full model including

the effects of weak bottom friction. Starting with wind and density

data, for some region, the surface elevation along any line running from

the shallow to deep extremes is required. These data can be obtained in

a variety of ways. In deeper regions a level of no motion assumption and

dynamic height calculations might provide reasonable estimates. In shal-

lower segments a line of moored current meter arrays across the f/d

gradient should yield the most useful data, particularly if simultaneous

measurements of bottom pressure are also obtained. If all else fails, a

judicious guess could provide a point of departure for the careful numeri-

cal exploration of the implications of a given wind and density field.

Once the input data is accumulated the first phase of the model

would solve for the simplified physics represented in equation (52).
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From this the values of [zeta] around the entire boundary could be obtained,

and the second phase of the model would use these with the full informa-

tion given in equation (41). Obviously the potential for problems asso-

ciated with the boundary conditions still exists, but for small values

of bottom friction this method should prove a useful point of departure.

It is likely that careful testing and qualitative iterations on the

boundary values will give useful insights into model results.

As a final point, the stream function representation of the model

given in equation (40) has the same mathematical form as equation (48)

and can be solved in much the same way. These two equations represent

identical physical processes and the choice of which one to use is essen-

tially a matter of emphasis.

The boundary conditions required along a closed boundary are obvious

when the transport stream function is the dependent variable. A no-flux

condition requires a constant value for the stream function along the

boundary. With the surface elevation as the dependent variable, the

formulation is not quite so straightforward. For that case the change

in surface elevation along the boundary must give a barotropic current

that just balances the contribution across the boundary from the baro-

clinic and Ekman modes. These components to the flow must be calculated

from the local values of input data for the model, and once again, if

bottom friction is included boundary currents may be expected if net

transport conditions are not met.
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4. NON-DIMENSIONAL FORMULATION OF THE MODEL EQUATIONS

The actual solution of the model equations and their application to

a geophysical situation will be greatly simplified if they are written

in a consistently scaled non-dimensional form. This will also make it

possible to come up with at least order-of-magnitude estimates for the

relative significance of various terms and in some cases to suggest

alternate formulations.

As a first step the pressure distribution and its gradient will be

non-dimensionalized. This can be done by defining the following non-

dimensionalized (primed) variables and constant dimensional scaling

factors:

where clearly the pressure is divided into a component which is hydro-

static with-respect to the typical density and a variable part that de-

pends somehow on the density variations. It is likewise assumed that

the density is made up of an average part and a fluctuating part. Also

considering typical ocean situations, [epsilon] O(10-³ g/cm³ ) << po O(lg/cm³ ),

it should be obvious that when considering variations in [alpha] and [delta], only

the [epsilon]([rho]') component will contribute and that this partitioning will

reduce the loss of significant figures that could result if the entire

density field were scaled with a single constant. The depth variations
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will also be scaled in two parts, reflecting the basic partitioning of

the pressure gradient terms into barotropic and baroclinic parts. For

elevation of the sea surface the following non-dimensional variable is

used:
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Equation (59) is the non-dimensional form of (13), and the assumptions

that were made can now clearly be identified as dropping terms that are

typically three orders of magnitude smaller than the dominant terms. The

non-dimensional constant coefficient (which from now on will simply be

referred to as N[subscript]1) obviously represents the ratio of the baroclinic com-

ponent of the pressure gradient to the barotropic component of the pres-

sure gradient. For typical continental shelf situations we can estimate

the magnitude of this coefficient as follows:

It should perhaps be pointed out that the non-dimensionalization used

for the stress (eq. 64) results in a non-dimensional numerical value that
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is typically not order one, but somewhat smaller. An alternate approach

would be to scale the stress with the Ekman depth instead of the total

depth. This would bring the numerical value back in line, but leaves an

Ekman number dependence in the final form of the vorticity equation that

is misleading. The curl of the wind stress term (eq. 36) physically rep-

resents the divergence or convergence in the surface Ekman layer and this

of course is independent of Ekman number, providing only that it is not

zero. To have this term multiplied by some power of the Ekman number

implies a dependence on the eddy coefficient that simply is not there.

To avoid this potential difficulty it is preferable to deal with stress

values that are numerically smaller.

Substituting these and the previously defined non-dimensional

variables into (27) and then dividing by pofo UH/L yields

Once again it is possible to estimate the order of magnitude of these

coefficients. For a bottom stress of a dyne per centimeter squared,

equation (22) can be used to show
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In this form the equation can be easily attacked using numerical tech-

niques, and the consequences of the geophysical scaling are clearly evi-

dent.

Substituting this into (66) gives the final non-dimensional form of the

model equation

It is now necessary to non-dimensionalize (34) and substitute the results

into (66). This can be carried out by the straightforward substitution

of the defined non-dimensional variables and gives



5. APPLICATION OF MODEL EQUATIONS

Thus far, the model has been derived and its demands for boundary

conditions and input data have been considered. In this section the pro-

posed application of the model to a real geophysical situation will be

outlined. The actual detailed results of that application will be the

subject of the next technical report in this series.

The region first to be studied with this model is a portion of the

Continental Shelf in the Gulf of Alaska. Within this region, roughly 80

by 150 miles, a series of oceanographic stations have been laid out in an

inner and outer array. The inner array extends well into deep water

(fig. 6). Obviously the inner array was designed to attempt some minimal

resolution of the complex bathymetry associated with the shelf break and

the outer array is anticipated to supply offshore boundary conditions.

STD casts will be made at each of these stations approximately six times

within a year. For each of these, [alpha] and [delta] will be calculated and used

as input into the model. Wind data will be compiled from daily weather

maps prepared by the National Weather Service regional office in Anchorage.

Monthly values will be summarized and a representative stress field cal-

culated. All input data will be reduced to values at station locations.

Each of the variable fields will be interpolated assuming continuous

linear variations over the triangular elements whose vertices are the

station location (fig. 7).

The first solution will use the formulation given in (71), and for

the first model tests N[subscript]3 will be assumed to be zero. The necessary

boundary conditions will initially be estimated from assumed transports
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Figure 6. Test study area in the Gulf of Alaska.



Figure 7. Triangular elements used for interpolation of field data,



along a line roughly perpendicular to the coastline. Later phases of the

study will use data from moored current meter arrays and pressure gauge

records within the study area (fig. 8) for boundary conditions. The

effects of various boundary formulations will be carefully investigated

using some range of values for the parameter N[subscript]2.
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A FINITE ELEMENT SOLUTION TECHNIQUE
FOR A DIAGNOSTIC SHELF CIRCULATION MODEL

Glen Watabayashi and J. A. Gait

Pacific Marine Environmental Laboratory, ERL/NOAA
Seattle, Washington 98105

ABSTRACT. A linear diagnostic shelf circulation model
developed by Galt (1975) is implemented using the Finite
Element Method. The model solves a second-order non-
homogeneous elliptic vorticity equation for the surface
elevation within the region of interest. Solutions
are obtained using finite element techniques, with elemental
areas determined by available STD station spacing. After
obtaining the surface elevations, velocities are cal-
culated.

The model was initially tested on several simple con-
trived cases to help demonstrate the physics and the
numerical techniques involved. Results from these tests
indicate that, physically, the model generates a barotropic
flow within the region of interest such that water and
vorticity are conserved through the bottom Ekman layer.
Numerically, the model approximates the analytical
solution by piecewise linear functions. Therefore,
if the anlaytical solution is not linear numerical errors
occur which depend upon the mesh size.

The computer model has been written up in Standard
Fortran and requires a set of STD station data and wind-
stress data. The model is configured so that it can
be economically run on intermediate size computers (100-
150K core).

1. INTRODUCTION

The purpose of this study is to develop an economic and easily used flow

model for continental shelf areas to help study the distribution of offshore

pollutants. This report documents the program and demonstrates its use for

simple test cases. A geostrophic model appropriately formulated for time

scales of a few days is attempted. Most geostrophic flow models in the past

have been developed for flow in deep water where a level of no motion is speci-

fied. At this reference level the net horizontal pressure gradient is assumed
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to be zero (Sverdrup et al., 1942; Formin, 1964). From this hypothesized

level, the relative isopycnal slopes can be calculated from STD obser-

vations. Over shelf areas, however, a level of no motion is improbable,

and a different kind of model is needed.

The model developed here for shelf areas is a linear steady-state model

requiring a set of STD and wind-stress data. The model incorporates

baroclinic contributions, a variable depth, a wind-driven surface Ekman

layer, and a geostrophically driven bottom Ekman layer into a vertically

integrated vorticity equation. Continuity is invoked; the coriolis

parameter is taken to be a constant, and the final result is a nonhomo-

geneous elliptic equation for the surface elevation. (A similar formu-

lation for the homogeneous case is presented by Welander, 1957.) This

equation is solved using a finite element technique with a triangular

mesh system which can be adjusted to a region of arbitrarily located

stations. Once the surface elevations are obtained, estimates of surface

and bottom velocities are computed.

The actual computer model calls a set of subroutines which can easily be

bypassed, altered, or used elsewhere. For example, the model has a sub-

routine to convert geogrphic coordinates into a nondimensional x, y Car-

tesian grid, and another to normalize the raw station data in terms of

arbitrary dimensions read in by the user.

This report will concentrate on the finite element technique used, the

development of the mathematics and physics of the model has been published

by Galt (1975). A companion report will discuss the details of the

boundary conditions formulation and suggest strategies for model use.
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2. THE FINITE ELEMENT TECHNIQUE

We now turn our attention to solving the elliptic model equation for

the surface elevation. This equation is solved numerically using a finite

element technique. The finite element approach copes with randomly spaced

discrete data within a region, and the finite element grid fits odd-

shaped regions well.

The finite element approach approximates the solution as a linear com-

bination of "shape functions". These functions are inserted into the

differential equation and the residual, or error, is minimized. For

example, the equation to be solved is
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where

The shape functions used here will be piecewise continuous and take

on the value of one at node "i", and zero at neighboring nodes. The

exact nature of the shape functions and the strategy behind them is ex-

plained in the following section. At this point, the [psi]'s are a linearly

independent bases set of functions used to approximate the solution.

The next step is to substitute the approximate solution into equation

(2) to give

The error is minimized by the Galerkin technique (Zienkiewicz, 1971).

The method requires that the error be orthogonal to the space spanned

by the bases set of functions. This is expressed by the following equation:
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Writing this as a system of NVRTX equations and substituting the expression

for E from (6) into the above gives

Since the operator, L, is linear, and the C 's are constants, this can

be written as
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The shape functions, [psi], will be made up of linear functions of x and y, and are

piecewise continuous across element boundaries. Thus the second derivative

terms are not well-defined along the boundaries and the integration shown

in equation (13) cannot be completed. To avoid this problem, the second

derivative terms are integrated by parts (for details, see Appendix V),

giving

310



Equations (14) and (16) now define the matrix equations which must be

solved.

Now consider the geometrical problem of calculating A[subscript]i[subscript]j and R[subscript]j. First

the domain is divided into triangular vertices. The five-station case

is an example in figure 1. At each station, the position, depth, [alpha], [delta],

and wind stress components are given as

s(N), y(N), depth (N), alpha (N), delta (N), taux (N), tauy (N),

where N refers to the global label of the station.

Within each triangle, the bases functions and independent variables

are all assumed to be linear functions of x and y. This means that within

each triangle the independent variables are represented as

The coefficients are determined by matching values at the vertices.

For example, to solve for D[subscript]x, D[subscript]y, and D[subscript]o in triangle T1, we solve the

following set of equations:
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Each triangle contributes to the value of the shape function at each

of its vertices. For example, triangle T1 contributes to the value of

the shape function of points I, III, and V. The contributing elements

to the shape functions are defined as follows:

The coefficients, [psi][subscript]x, [psi][subscript]y, and [psi][subscript]o are determined in such a way that

[psi][subscript]I[superscript]TN = 1 at I and zero at vertices J and K. As an example, in triangle

T1, to obtain [psi][subscript]x (1), [psi][subscript]y (1), and [psi][subscript]o (1), the following set of equations

is solved:

Within each triangle the shape functions and independent variables are

planar segments. Over the entire region, the shape functions and inde-

pendent variables are piecewise continuous.
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The next step is to assemble the matrix and right-hand side of

equation (10) one triangle at a time. Since the independent variables

and shape function are linear, all the first derivatives are constants.

Therefore, A[subscript]ij. can be rewritten as

Notice that the line integrals contribute only to the points which

lie on the boundary of the entire domain. In the five-point example,

the line integrals are zero unless both i and j do not equal V.

To evaluate A[subscript]ij and R[subscript]j, three types of integrals have to be evaluated

for each triangle:
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The first is simply the area of the triangle. The second is one-third

the area of the triangle (see Appendix VI), and the third equals the

length of the triangle sides adjacent to the boundary point divided

by two. A[subscript]ij and R[subscript]j can now be rewritten as:

The matrix and right-hand side are now ready to be assembled by

adding the contributions from each triangle. In our test case, we

begin with triangle T1. All the gradients are calculated along with

the area of the triangle. Then the contributions to R[subscript]j and A[subscript]ij are

calculated and placed in their appropriate locations. For T1, i

= 1, III, V, and j = I, III, V; the contributions to A[subscript]i[subscript]j would be

at A[subscript]11, A[subscript]13 , A[subscript]15 , A[subscript]31, A[subscript]33, A[subscript]35, A[subscript]51, A[subscript]53, and A[subscript]55, while the contributions
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to R[subscript]j would be to R[subscript]1, R[subscript]3, and R[subscript]5. The line integral terms contribute

only when i and j are boundary points. After T1 is completed, the

system is repeated for T2. For the second triangle A[subscript]15 and A[subscript]51 already

have values from the previous triangle, so we add on to the existing

values.

After all the triangles are covered, the boundary conditions are con-

sidered. The solution vector components c[subscript]i are the surface elevations

at the triangle vertices which are known along the boundary. To incorporate

the boundary conditions where the elevation is given, the rows associated

with the boundary points are set to zero except for the diagonal element

which is set to 1. Then the element of the right-hand side associated

with this row is set to the boundary value. Along island or coastline

boundaries a no net transport condition is added on to the assembled

matrix. Along these boundaries we require:

Where [bar]n is a unit vector normal to the coast pointing offshore and [bar]s

is a unit vector given by [bar]k x [bar]n = [bar]s, where [bar]k is positive up. To see

how this is incorporated into the assembled matrix consider the following

triangle with a coastal boundary (figure 3)
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Within this triangle all variables are expressed in terms of the three

shape functions, i.e.,
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With these normal and tangential derivatives can be defined by

[FORMULA]
(26)

Using these forms we can substitute into equation (23) to get a rela-

tionship between known triangle parameters and the nodal values of the

dependent variable. The error in this equation is then required to

be orthogonal to the bases set of functions integrated along the coastal

or island boundary. These constraints are added on to the matrix which

has already been assembled using the differential equation.

Details are shown in the program listing given in Appendix II.

3. THE PROGRAM

The FORTRAN program making up the model satisfies several specifications.

First and foremost, the program can be easily utilized by anyone who

has a set of standard STD station data and an available computer. Second,

the program has several options as to what is read, computed, and printed.

Third, parts of the program are easily changeable, bypassed, or omitted

without affecting other parts of the program. The program is basically

written as a collection of overlays and subroutines. In the main program,

the user specifies what type of data is to be read, what is to be computed,

and what is to be printed. The main program subsequently activates

the appropriate set of overlays and subroutines.
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Before dealing with the program in detail, it would be helpful to

briefly summarize the program. It begins by reading in several control

parameters which dictate what is to be computed, listed, punched, and

plotted. The program has the option to list whatever is read and

computed, and to punch whatever is computed. This allows data to be

easily echo-checked, and computed values need not be recomputed for

future runs using the same source deck. The first set of control para-

meters deals with normalizing the station data. If raw station data

is read in with corresponding geographic coordinates, the program will

transform the positions onto a scaled x-y Mercator grid and normalize

the station data according to scale parameters which are also read

in. The normalized data can be punched onto cards for later runs.

The next set of options concerns the triangular mesh used for inter-

polation and as the finite element mesh. The user has the option of

either reading in the triangular mesh or using a set of subroutines

in the program to create the triangles. Then the boundary values are

read in. If the triangles are internally generated, the triangles

external to the region are eliminated. The program proceeds to generate

and solve the finite element matrix and right-hand side vector subject

to the boundary conditions. The solution yields the surface elevation

at each station, and with this information, the transport, mean velocity,

surface slope velocity, wind-driven surface velocity, and the geostrophic

velocity at the bottom for each triangle are calculated. Finally,

there is a set of plotting option which will draw and contour the

results.
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Appendix I is a flow chart of the main program and overlay structure

with explanations of the key routines. A listing of the complete program

is given in Appendix II.

3. Documentation

3.1 Section I

The program begins by reading the control parameters. These

parameters determine what the program will do and how it will function.

There are three types of control parameters. The first allows the

user to bypass an option. For example, if NOGRID is set to 0, the

program will not generate a Mercator grid; instead, it will read the

grid. The second type of control parameter allows one to list whatever

is read or calculated. These parameters all begin with the letter

L. For example, if LTRI is set to 1, the program will list the triangle

vertices. The third type of control parameter begins with the letters

IP and determines if the program will punch the results on cards.

For example, if IPNORM is set to 1, the program will punch the normalized

station data. A detailed explanation of each option is given in the

program itself (see Appendix II). If any control parameter is set

to 1, the option will be executed and, if it is 0, the option will

be bypassed. In addition to the list, punch, and bypass options, there

are parameters which allow the user to alter the boundary conditions

during the given run, store the decomposed matrix on a file for later

use, and smooth the alpha and delta field to a least squares fit over

the data.

319



3.2 Section II

This section deals with the input of station data. There are several

options available. The first is to set NORMAL and NOGRID to 1 and

read the raw station data. The program will then generate a Mercator

grid and normalize the station data. Another choice is to read in

normalized station data with geographic coordinates, or raw station

data with Mercator coordinates. In the last two cases, either NOGRID

or NORMAL is set to 0. The last option is to read normalized station

data with Cartesian coordinates for the station locations. In this

case, both NOGRID and NORMAL are set to 0. If more than one run is

made on the same set of data, the last option should be exercised after

generating a data deck of the normalized data and Mercator grid from

the initial run.

Raw station data is read using format 10. An example is given

in Appendix III.

3.4 Section III

The scale parameters which control the scaling and nondimensionalizing

are read in here, they are as follows:

USCALE: Velocity scale in meters per second;

DSCALE: Depth scale in meters;

ALSCALE: Horizontal length scale in meters;

G : Gravity in meters per second squared;

E : Perturbation density in grams per centimeter cubed;

Q : Constant density in grams per centimeter cubed;

GAMMA : Bottom friction coefficient in grams per centimeter squared.
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3.5 Section IV

In this section, geographic coordinates are transformed into

Mercator x-y grid. Notice that the routine works only for the northern

hemisphere and west longitude. The subroutine finds the maximum and

minimum values of latitude and longitude. The minimum latitude becomes

the y = 0 axis. The y coordinate value of each station is obtained

by calculating its distance from the y = 0 axis and scaling the distance

by the horizontal length scale. For example, if a station is 100 km

north of the y = 0 line and the length scale is 100 km, the y coordinate

value of the station is one unit. The x coordinate is computed in

a slightly different manner because the distance between a station

and the x = 0 line is a function of its longitude and latitude. The

program finds the mean latitude and calculates the distance in the

x direction that the station is from the x = 0 longitude and the longitude

of the station at the mean latitude.

The Mercator grid can be scaled so the output overlays standard

hydrographic charts. The transformations are as follows:

where:

R = Radius of Earth + (ALSCALE *COS (0 average)) this makes

each nondimensional unit in the horizontal direction one

scale (ALSCALE) length at the mean latitude.

[lambda] = Longitude
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[lambda][subscript]min = Western most longitude to become x = o line

0 = Latitude

0[subscript]min = minimum latitude to become y = o line

The radius, R, is listed by the routine and if a plot is to be made

to fit another Mercator projection, the x and y axis can be scaled

appropriately. For example on a typical Mercator chart there will

be a statement that the scale of the projection is 1:N on reference

latitude 0 ref. Then if R is entered as:

The plots will be correctly scaled to overlay the chart.

The data for this routine is read with the raw station data. The

degrees of latitude and longitude are read into two integer arrays

and the minutes of latitude and longitude into two decimal places are

read into two real arrays. The x and y coordinates returned from this

subroutine are stored into the real arrays, and the original latitude

and longitude of the stations are lost.

3.6 Section V

This routine calculates the mean coriolis value, FO, by averaging

the maximum and minimum coriolis values of the region.

3.7 Section VI

The raw station data is normalized according to the scale parameters

read in by Section III. In the following, the primed values are the
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normalized, nondimensional values:

ALPHA' = (ALPHA - Q * DEPTH)/(E * DSCALE);

DELTA' = (DELTA - Q * DEPTH * DEPTH/2)/(E * DSCALE *DSCALE);

DEPTH' = DEPTH/DSCALE

TAUX' = (1/(FO * USCALE * Q * DSCALE)) * TAUX;

TAUY' = (1/(FO * USCALE * Q * DSCALE)) * TAUY;

CURL' = (1/(FO * USCALE * Q * DSCALE * ALSCALE)) * CURL.

The normalized values are stored in the arrays where the raw data was

stored.

3.8 Section VII

In this section, a least squares fit is made over the alpha and delta

fields. A third-order polynomial in the z direction is fit to both

the alpha and delta data.

The coefficients are returned by the subroutine to be used later to

calculate the alpha and delta gradients. The subroutine is a general

least squares fit program, and the basis set of functions used for

the least squares interpolation can be changed. The user also has

the option of smoothing the alpha and delta fields. For example, if

the parameter "SMOOTH" is set to 1.5, the program will smooth data

over 1.5 standard deviations away from the least squares fit back to

1.5 standard deviations.
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3.9 Section VIII

In this section, the nondimensionalized run parameters are either

read in or calculated:

CONST1 = (G * E * H)/(Q * FO * USCALE * ALSCALE);

CONST2 = GAMMA/(Q * DSCALE).

3.10 Section IX

Here the program either reads in the triangles or generates them.

The triangle information is stored in an array, IP(I, N), where N is

the number of the triangle and I is the local vertex number (1, 2,

or 3). The value of IP is the global number of the particular point.

See figure 4 for an example.

If the triangles are to be read in, integer format 5 is used (see

Appendix III for an example). A brief explanation of how the triangles

are generated is given in Appendix IV.

3.11 Section X

The boundary values are read in this section. If the triangles are

generated internally, the external boundary values must be read in counter-

clockwise order. This will allow the program to determine what triangles

are inside or outside of the domain. The boundary values needed are

the surface elevations of the boundary stations in centimeters. Coastal

and island boundary points must be identified. A discussion of the

strategy used to obtain boundary values is given in the comparison report

in this series. See Appendix III for an example of how the boundary

values should be read.

324



3.12 Section XI

This section is used only if the triangles are generated internally.

The subroutine FINDBP stores the number of boundary points that each

triangle has, rearranges the local vertex numbers of the boundary tri-

angles so the boundary points are the lead vertices in counterclockwise

order, and finally checks to see that the boundary points are ordered

consistently. This section sets up the boundary triangles for the

next routine which eliminates the triangles external to the region (see

figure 5).

3.13 Section XII

Again, this option is needed only if the triangles are generated

internally. Subroutine ELIM is used to eliminate the triangles external

to the region. This will be the case for concave domains (see figure 6)

and islands. Each triangle with three boundary points is tested

to see if it is external or internal to the region (see figure 6).

The final mesh of the triangles to be used for the finite element

technique and the number of triangles, NTRI, are products of this section.

3.14 Section XIII

Subroutine SETMAT zeros the global matrix and right-hand side. The

subroutine also has the option of eliminating the trianlges with three

boundary points from the finite element mesh. If the second option

is activated, the last parameter in the call, IELI, is set to 1.

3.15 Section XIV

The assembly of the global matrix starts here. K is the number of

the triangle being operated on.

325



3.16 Section XV

The triangle vertices are identified in terms of their global labels.

The first vertex of triangle K has global label J, the second, L, and

the third, M.

3.17 Section XVI

The three-by-three location matrix is set and used to calculate the

area of the triangle and all the gradients within the triangle. For

example, the first row of the matrix contains the x and y coordinates

of the first local vertex of triangle K.

3.18 Section XVII

Now the area of the triangle is calculated. Subroutine TRIAREA cal-

culates the determinant of the location matrix A, and multiplies it

by a half. The absolute value of this quantity becomes the area of

the triangle.

3.19 Section XVIII

The gradients needed for the triangle are calculated with the exceptio

of the alpha gradients. The alpha gradients are calculated in the

next section. The other forcing function gradients are obtained here

using the position matrix as a coefficient matrix and setting the right-

hand side vector, B(1), B(2), B(3), equal to the particular values

of the forcing function at vertices 1, 2, and 3. For example, for

the depth we have: [FORMULA]
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The three-by-three system is solved by Kramer's Rule in subroutine SOLVE

which calls TRIAREA to compute the determinants.

The shape function gradients are also calculated in the same manner

by solving the following set of equations:

The subscript I tells you which vertex the particular gradient is

associated with.

3.20 Section XIX

The alpha gradients are calculated differently than the other gradients.

A simple linearization of the alpha field introduces errors which are

unacceptably large, so a more detailed description of the density field

is needed than the bottom alpha values at the triangle vertices. There-

fore, a third-order least squares fit to the alpha field is generated

(see Section VII) and used to obtain alpha values at the triangle vertices

for the centroid depth.

In the above calculations, the alpha gradients are obtained by differen-

tiating the least squares function of alpha. Once the alpha values
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at the centroid depth are obtained over each vertex, subroutine GRAD

is called to calculate the horizontal alpha gradients. The delta gra-

dients needed for the transports are calculated in the same manner.

3.21 Section XX

The triangle's contribution to the global matrix and right-hand side

is added in here. Each triangle contributes to particular rows and

columns of the global matrix determined by the global label of the triangle

vertices (figure 7).
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Then the second triangle would contribute to

Since we want the final global matrix to represent equation 36 in-

tegrated over the entire domain, we add all the contributions from

each triangle. When contributions from triangles I and II in the example

above are added, the resultant matrix looks like:

As the integration is done triangle by triangle, contributions to the

matrix are accumulated in the appropriate locations of the global matrix

and right-hand side.

3.22 Section XXI

The boundary conditions are imposed upon the solution in this section.

Each row in the global matrix that is associated with a boundary point
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is zeroed. Then the diagonal element of that row is set to 1, and the

element in the right-hand side associated with that row is set equal to

the boundary value. For example, suppose a four-by-four system of equations

was assembled as shown:

Then suppose that C(1) and C(2) are known boundary values. Subroutine

BC alters the system into the following:

Coastal and island boundary vertices have a no net flux boundary constraint

added to the assembled matrix.

3.23 Section XXII

The system of equations is now solved by subroutine SOLN. This matrix

solving routine programmed by Steve Smyth from Knuth (1968, 1973) takes

advantage of the sparseness of the matrix by not storing zero values,

and a second to tell us where in the matrix the nonzero values occur.

The program is set to solve a 200 by 200 system with each row containing

no more than 20 nonzero elements and another array, INTP (4900) keeps
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track of where the nonzero elements belong in the matrix. If a larger

matrix is to be solved, the two arrays can be increased in a manner

described within the program itself. The routine begins by reducing

the global matrix into the product of an upper triangular and lower

triangular system. Partial pivoting on the columns is used and the

triangular matrices are stored into the original global matrix. The

lower triangular system is solved first, then the upper triangular system

is solved for vector C.
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The decomposed global matrix and right-hand side are saved. If differen

sets of boundary conditions are to be tested, the same decomposed global

matrix is used and the right-hand side is adjusted accordingly.

3.24 Section XXIII

Here surface velocities and bottom geostrophic velocities are calculated

for the centroid of the triangles.

3.25 Section XXIV

This is an option to calculate the terms of the vorticity equation.

The values are calculated at the triangle centroids and are as follows:

3.26 Section XXV

The plotting is executed in this section. The plotting is basically

handled by several subroutines which draw and label the triangles, label

the vertices, and contour any parameter defined at the vertices. A

separate program is used to take the punched velocity data from the

model and plot velocity arrows at the centroids of the triangle.

3.27 Section XXVI

This is the option to alter the right-hand side of the global system

of equations to take into account new boundary conditions. The user

determines the input for this subroutine for each set of boundary con-

ditions. Basically, the routine changes the specific boundary values
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in the right-hand side vector. Once this is done, the program returns

to SOLN and resolves the system of equations using the decomposed global

matrix, subject to the new boundary conditions. With this system, numerous

sets of boundary conditions can be tested at minimal cost.

4. RESULTS

Once the theory and software for the model was developed, operational

testing was carried out. The model was run on simple contrived test

cases. These runs were made to develop a better understanding of the

physics involved to test the finite element method which is regularly

used in engineering studies but is relatively new to oceanography.

A summary of the results along with a discussion of the problems encoun-

tered will be presented here.

4.1 Test Cases

The test cases were designed to give a clear idea of how the model

reacts to different physical conditions. Four simple cases were analyzed.

In the first two, the finite element technique yielded exact linear

solutions. In the last two cases, the analytical solutions could not

be exactly represented by the first-order bases set and the accuracy

of the numerical solution depended upon the resolution yielded by the

mesh system.

The first test case was run on a regular six by six grid with a mesh

of 50 triangles. The boundary elevations increased uniformly to the

north from zero to 5 cm and the wind stress was zero. The depth and

density were constant, and the nondimensional parameters were: CONST1

1.00, and CONST2 = .025. The vorticity equation reduces to Laplace's
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equation subject to the linear boundary conditions. Physically, the

geostrophic flow is forced only by the surface slope and is unidirectional

and nondivergent. The geostrophically driven bottom Ekman layer is

also nondivergent and is transporting water from north to south. The

analytical solution to the vorticity equation is : = ky where k is a

constant determined by the boundary elevation slope. The numerical

solution for this case is exact since the finite element solution ap-

proximates the solution with piecewise linear functions and is accurate

to the first order (fig. 8).

The second test case is nearly identical to the first. The boundary

conditions were the same and once again, there was no stratification

or wind forcing. For this case, however, the depth was decreased uniformly

toward the north from 1200 m to 200 m.

In this case the vorticity equation becomes

and the resulting geostrophic flow is unchanged from the previous case.

The surface slope once again drives a unidirectional, nondivergent current

which has no shear except in the bottom Ekman layer. Mass and vorticity

are conserved within the region by having the geostrophic flow follow

isobaths. The solution once again is s = ky, and the numerical solution

is exact (fig. 9).

In the third case, baroclinicity was introduced into the model by

taking the density as a linear function of y. The bottom depth, wind

stress and boundary conditions were identical to those of case 2. Alpha,

the integrated density, became a second-order function of y. The vorticity
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equation for this case reduces to:

Now, the linear basis set of functions used to approximate the solution

cannot fit the exact solution and numerical errors are expected. Physi-

cally, the density field, depth, and boundary conditions are only functions

of y and the resulting barotropic and baroclinic flows are in the x

direction and nondivergent. The baroclinic mode increases with depth

and flows counter to the barotropic mode. This results in a level of

no motion at the mean depth of 700 m. Above the level of no motion,

the boundary forced barotropic mode dominates, and the gesotrophic flow

is to the west. This in turn drives a bottom Ekman layer to the south.

Below the level of no motion, the baroclinic mode dominates, and the

geostrophic flow is to the east. This forces a bottom Ekman layer to

the north (Fig. 10). Therefore, the bottom Ekman layer forced by the

boundary conditions and baroclinic field is convergent. However, the

total flow must be nondivergent, and the interior barotropic mode (specif-

ied by the dependent variable, surface height) must adjust over the

prescribed bathymetry to compensate for the bottom Ekman convergence.

In seeking the analytic solution, we first note the similarity between

the reduced voriticity equation for this case and Stommel's model equation

(1965).
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This is a consequence of the integrated friction term being set propor-

tional to the velocity in both models and the bathymetric stretching

term for this case being of the same form as Stommel's beta term. If

the boundary conditions for our vorticity equation were homogeneous,

we would then expect the solution to be of the same form as Stommel's

solution. The total solution in this case is just a linear combination

of the solutions for the homogeneous equation solved for the nonhomogeneous

boundary conditions (case 2; see equation A below) and the nonhomogeneous

equation solved for the homogeneous boundary conditions (Stommel) type

solution; (see equation B below).

Note the effect of the baroclinicity is to add a secondary flow onto

the results obtained from the constant density case. Physically we
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can expect the solution to show southward flow into deeper water to

compensate for the converging bottom Ekman layer and then flow moving

back to the north along the western boundary to satisfy the boundary

conditions. The results of the total solution show wave-like oscillations

which are unrealistic and not what was expected from the analytical

solution. Haney (1975 ) describes similar oscillatory solutions when

a numerical mesh cannot resolve a boundary layer. To see if this is

the case, the secondary flow is examined by subtracting the results of

the homogeneous equation subject to the nonhomogeneous boundary conditions,

(i.e., case 2) from the total solution. Figure 11 indicates that the

mesh system may have problems resolving the secondary flow. A western

boundary current structure is evident but not clearly resolved. To

show that this is the problem, the boundary layer size was increased

by setting the nondimensional friction parameter, CONST2, equal to 1.25

from its original .025.

In case 3A the secondary flow in figures 12 and 13 is now well resolved.

As expected, the secondary flow resembles Stommel's solution with a

western boundary barotropic mode forcing water to the south to compensate

for the convergent bottom Ekman layer and then moving back to the north

along the Western boundary to satisfy the imposed boundary conditions.

This confirms that the problem with the original solution for the third

case was related to resolving the boundary layer.

The next step was to see if the triangles along the western boundary

could be cut in half to increase the resolution of the secondary flow.

The previous case (case 3) was run again on the same mesh with CONST2

equal to .25. From the results in Figures 14 and 15, it can be seen
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that the numerical grid does not clearly resolve the boundary layer.

For case 3B, the mesh system was then altered such that the triangles

along the western boundary were halved. The results are shown in Figure

16.

The solution is improved for Case 3C. It is more symmetrical and

the surface elevation gradients are not as large. In general, a decrease

in mesh size leads to more resolution, but the improvement is difficult

to quantify because the finite element solution depends upon the triangle

shapes as was the mesh size. For example, as the triangles become less

equilateral, the global matrix becomes less conditioned (Strang and Fix,

1973).

For the fourth case, the density is once again set to a constant.

The wind stress is still zero and the boundary condition is once again

linear in the y direction. These are the same conditions as in the

first case, but now the depth is made to be a linear function of both

x and y (depth = Ax + By + C). See Figure 17.

The vorticity equation becomes:

The depth gradients are constants. Once again the linear basis set

of functions used to approximate the solution cannot fit the exact solution

and numerical errors are expected. In the interior, the flow attempts

to follow isobaths but most deviate from the isobaths near the boundaries

due to the boundary conditions. Along the north-south boundaries, the

barotropic mode is not allowed to force water into or out of the region,
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while the shallower water on the eastern boundary allows the barotropic

mode to force less water into the region than is leaving on the western

boundary. To compensate for this, a secondary flow with a boundary

layer on the western side is set up. The secondary flow forces a con-

vergent bottom Ekman layer to conserve water within the region.

In Figures 18 and 19 of the solution for case 4, clearly, the secondary

flow and its boundary layer are not well-resolved. As in the previous

case, the boundary layer thickness is increased by increasing the friction

coefficient, CONST2, by an order of magnitude to .25.

In Figures 20 and 21, the solution for case 4A showing surface elevation

and secondary flow, the large oscillations are gone and it is clear

that the flow attempts to follow an isobath until it reaches the western

boundary. The counterclockwise secondary flow and its western boundary

layer is now well-defined. It forces a convergent bottom Ekman layer

which compensates for the excess water the barotropic mode forces out

of the region through the western boundary.

The next step is to increase the resolution along the western boundary

by once again halving the triangle size along the western boundary.

In Figures 22 and 23 for case 4B, the difference in the solution yielded

by the two different meshes is almost negligible. The current along

the western boundary is better resolved, but the finer mesh results

in only a slightly more symmetrical solution. The probable reason for

this is that water is converging along the northern boundary and diverging

along the southern boundary, and to improve the solution, more resolution

along these boundaries is needed.
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The results can be summarized by saying that the model physically

compensates for continuity mismatches between the surface Ekman layer,

boundary forced barotropic flow, and within the region which has either

a convergent or divergent bottom Ekman layer. This secondary flow is

similar to Stommel's model (1965) with a western boundary current and

is a consequence of setting the vertically integrated friction terms

proportional to the velocity. The model's inability to resolve the

secondary flow due to too coarse a mesh was a problem in the test cases.

Halving the mesh size along the western boundary improved the solution,

but triangle shape as well as size affected the numerical solution.

The last test case indicates that care should be taken in setting

the boundary conditions. If unrealistic boundary conditions are imposed,

the model will compensate by forming a boundary layer which may degrade

the results. The boundary layer thickness depends on the potential

vorticity gradient (i.e., bottom slope) so the problem will be different

for different geophysical settings.

5. CONCLUSION

A diagnostic shelf circulation model developed by Galt (1975) is im-

plemented using the finite element method. The model is quasi-geostrophic

and incorporates variable depth, baroclinicity, a surface Ekman layer,

and a bottom Ekman layer. Physically, the model assumes a steady state,

a small Rossby number flow. The depth scale is taken to be much less

than the horizontal length scale, and the bottom Ekman layer is assumed

to be driven by a geostrophic flow. The coriolis parameter is set to

a constant and vorticity balance is required between the barotropic
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and baroclinic stretching terms and the bottom and surface Ekman layers.

The test cases indicate that the model accomodates the boundary conditions

and forcing functions by creating a secondary barotropic flow within

the region to conserved mass and vorticity through the bottom Ekman

layer.

The model solves an integrated vorticity equation which is a second-

order, nonhomogeneous, elliptic equation and is tested subject to Dirichlet

boundary conditions. The dependent variable is the surface elevation

solved for by the Finite Element Method. The program is written in

Standard Fortran and is a collection of subroutines and overlays which

can be easily altered, bypassed or used elsewhere. The input data requires

standard STD station data, wind stress information, and the boundary

surface elevations.

The major problems the model encounters are numerical. The spatial

resolution of the model is limited and the exact position of current

features cannot be predicted to any greater accuracy than the available

input data. This means that although the model clearly recognizes the

local dynamics, its resolution with respect to position, is no better

than the station spacing, and this should be taken into consideration

prior to taking stations. The stations must be spaced to create a mesh

which can resolve both the secondary flow and forcing functions, par-

ticularly the density field, and depth.
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FIGURE CAPTIONS

Figure

#1 Five Station case where Roman numerals are global labels and tri-

angles are labeled T1 to T4.

#2 Illustration of a piecewise continuous hat function associated

with node V.

#3 Boundary triangle showing normal and alongshore directions.

#4 Sample triangle with labeling.

#5 Example of boundary triangles with labeling. Number of boundary

points for each triangle:

IBTRI (1)= 2

IBTRI (2)= 1

IBTRI (3) = 2

Relabeled local vertices so that boundary points lead in a counter-

clockwise order:

IP (1,1) = 40; IP (1,2) = 41; IP(1,3) = 41

IP (2,1) = 41; IP (2,2) = 43; IP(2,3) = 42

IP (3,1) = 44; IP (3,2) = 44; IP(3,3) = 43

#6 Example of a triangle external to the region of interest. If the

outward normal to the boundary is in the triangle, then the tri-

angle is external to the region. In this example the outward normal

between vertices 1 and 2 fall inside triangle I so triangle I is

outside of the domain and eliminated.

#7 Two triangle examples.

#8 Homogeneous water, flat bottom case, where the geostrophic flow is
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#8 nondivergent and toward the west and the bottom Ekman flow is
(cont)

nondivergent and toward the east.

#9 Homogeneous water, sloping bottom case, where the geostrophic flow

is nondivergent and toward the west and the bottom Ekman flow is

nondivergent and toward the south.

#10 Baroclinic case with density and depth uniformly increasing toward

the south and a level of no motion at the mean depth above the

level of no motion.

#11 Secondary flow for case 3 where the density is a linear function of

y. The boundary layer is not resolved, resulting in numerical

oscillation. Elevations are in centimeters.

#12 Surface elevation contours for case 3 with boundary layer thickness

increased (CONST2 = 1.25). Contours are in centimeters.

#13 Secondary flow for case 3 with boundary layer thickness increased.

Western boundary layer is now well resolved. Elevations are in

centimeters. (CONST2 = 1.25).

#14 Surface elevations for case 3 with CONST2 = .25. The boundary layer

is not clearly resolved. Contours are .1 centimeter.

#15 Secondary flow for case 3 where CONST2 = .25. The boundary layer

is not clearly resolved. Contours are .1 centimeter.

#16 Secondary flow for case 3 where the triangles along the western

boundary are halved from previous case. The North-South symmetry

of boundary layer is not yet fully resolved. Elevations are in

centimeters. (CONST2 = .25)
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#17 Non-dimensional isobaths for case 4 where each unit is equivalent

to 200 m.. Depth = Ax + By + C.

#18 Surface elevations for case 4 where contours are in centimeters.

The oscillations indicate that the boundary layer is not resolved.

#19 Secondary flow for case 4 where contours are in centimeters and the

boundary layer is not well resolved.

#20 Surface elevations for case 4 where contours are in centimeters.

CONST2 = .25.

#21 Secondary flow for case 4 with CONST2 = .25. Elevations are in

centimeters.

#22 Surface elevations for case 4 with CONST2 = .25 and the triangles

along the western boundary are halved.

#23 Secondary flow for case 4 with CONST2 = .25 and the triangles along

the western boundary have been halved from the previous case

(figure 14). Elevations are in centimeters.
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Figure 1.

Figure 2.
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Figure 3

Figure 4.

Figure 5.
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Figure 6.

Figure 7.
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Figure 8.

Figure 9.

Figure 10.

349



Figure 11.

Figure 12.
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Figure 13.

Figure 14.
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Figure 15.

Figure 16.
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Figure 17.

Figure 18.
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Figure 19.

Figure 20.
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Figure 21.

Figure 22.
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Figure 23.
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Appendix 1

REVISED FLOW CHART OF

DIAGNOSTIC M0DEL
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XV Calculate Velocities Overlay 11,0

Calculate Vorticity Overlay 7,0
XVI Terms

XVII Plot Options Overlay 4,0

Change Boundary
XVIII Values If Desired

and Resolve

STOP END
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APPENDIX IV

TRIANGLE SCHEME

The triangle routine used was originally devised by Smyth (1975)

and later simplified by Galt. To demonstrate how it works, we use a

simple 4 station example, shown below:

The first step is to enclose the region of interest by a
rectangle:

Next, take the first point and use that to subdivide the

rectangle:
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The 4 stations to be triangulated.

Rectangle defined by artificial
points 201, 202, 203, and 204
enclose region of interest.

First subdivision of the initial
triangle.



The second point is then used to subdivide the triangle it is in:

Second point used to subdivide the
triangle.

After all of the points have been used to subdivide the larger

triangles they lie in, we have:

Mesh after all the subdivisions have
been made.

Next, several sweeps are made to check the "goodness" of pairs

of triangles. For example, the pair of triangles:
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is checked to see if the triangles would be more equilateral if

subdivided in the following way:

From tests run on a set of 130 stations and about 200 triangles,

it was found that after about five sweeps through the entire mesh, the

method converged and yielded a "best" mesh.

The last step in generating the mesh is to eliminate all

triangles with corner vertices (201, 202, 203, 204). The final mesh is

shown below:

The routine has been written to accommodate up to 200 stations

including one set of interior boundary points (an island). If there are

interior boundary points, they must be read in first and in clockwise

order.
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The Linear Decomposition of a Diagnostic

Shelf Circulation Model and Discussion of Alternate
Boundary Condition Formulations*

J. A. Galt
Glen Watabayashi

Pacific Marine Environmental Laboratory
Environmental Research Laboratories

National Oceanic and Atmospheric Administration

ABSTRACT. This report will investigate the characteristics of

the diagnostic model developed at PMEL and documented by Galt

(1975) and Watabayashi and Galt (1978). The model is partitioned

into density driven response and wind driven response components.

The density driven response is shown to consist of the flow

forced by the imposed density field and a minimum barotropic

mode required to reconcile the density driven flow with the regional

bathymetry. The wind driven response is associated with barotropic

currents forced by the set-up of the sea surface across the shelf.

Alternate techniques used to determine the appropriate boundary

conditions are herein investigated. A formal Green's function

for the model equation provides useful insights into regional

dynamics and clearly illustrates the dual elliptic and parabolic

nature of the formulation. The model solution characteristics

are demonstrated on a complex, analytic shelf domain.

I. INTRODUCTION

In this report we will look into the formulation of the boundary con-

ditions and explore certain linear aspects of the diagnostic model equations

described by Galt (1975). In contrast to past reports on the diagnostic
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model (Galt, 1975; Galt, 1976; Watabayashi and Galt, 1978) that all concen-

trated on derivations, computer routines, and the study of circulation in

a particular area, this report will have a more formal approach and will

look at the decomposition of the equations into modes. We will discuss

the implications of various boundary condition specifications in terms of

these modes.

The basic derivation of the governing equations of the diagnostic model

was presented by Galt (1975) and the equations have been described in detail

in other places. Using the diagnostic model to study a particular area

raises questions that are not directed at the model formulation, but rather

at the choice of boundary conditions. The model formulation is a simple

combination of geostrophic and Ekman modes, but the choice of boundary

conditions is complicated by two factors. The first factor is that the

model equations are second order due to a term which is small compared to

the other terms in the dynamic balance. Because of this term, the boundary

conditions required to solve the equation come close to overspecifying

the flow; spurious solutions are a possible result. Secondly, when the

model is used in open ocean regions, further difficulty associated with

the boundary conditions results. The flow across the model boundaries is

generally unknown, so various approximations are made, and the choice of

these then leads to potential ambiguities in the solutions. The purpose

of this report is to review the various approximations used to obtain boundary

conditions in the past and to discuss possible ways of specifying a less

arbitrary formulation for future studies.

Typically, whenever the diagnostic model is applied to a coastal region,

one edge of the model lies along the coastline, another edge runs offshore
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through deep water, with two lateral boundaries connecting these, from deep

water across the shelf to the shore. The coastal boundary has a strong

physical constraint associated with it which makes the formulation of the

boundary conditions along the coast relatively easy. Physically, there is

no flow through the coast. Along this coastal boundary four potential modes

of flow are allowed: baroclinic and barotropic geostrophic components,

Ekman modes at the surface, caused by wind stress, and at the bottom, caused

by frictional drag. Setting the four of these to a net sum of zero involves

a mixed Neumann type (Courant and Hilbert, 1962) boundary condition. The

offshore boundary is typically located in deep water, a region where the

classical dynamic height approximations tend to be valid. As a standard,

we have simply imposed a dynamic height condition that allows for the flow

to be zero at some fixed level, typically 1200 meters. To impose this boundary

condition, we simply balance the barotropic and baroclinic geostrophic modes

such that there is no flow at this depth.

Now we consider the two model boundaries which run normal to the coast.

When the model was initially used, it was assumed that winds along the coast

tended to set up the sea surface or push it down across the continental

shelf by a mechanism suggested by Beardsley and Butman (1974). By assuming

that the sea surface elevation across the shelf was represented by a simple

wind dependent hinge, we were able to obtain solutions for the Northeast

Gulf of Alaska region (NEGOA). The results of these initial studies appeared

in the circulation study of the continental shelf off the Copper River Delta,

Galt (1976). A moderate refinement on this study was to specify the inflow

boundary condition of the flow along the eastern boundary as a simple hinge,

adjusting the left hand boundary by hand so that a smoother set of streamlines

was obtained along the outflow or western boundary. This was an admittedly
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ad hoc approach to the problem, but the result did show some improvement.

Galt and Pease (1977) presented flow patterns from this study using this

method to simulate drift trajectories for a number of different wind con-

ditions.

When the diagnostic model was applied to the area around Kodiak Island,

Alaska, a problem arose with the use of a simple hinge concept. In the

Kodiak region the topography is so complex that a simple hinge approach

will not reflect the complex circulation occuring over the many banks and

canyons that cut across the shelf. Hence we made use of the fact that a

reduced inviscid set of model equations defines characteristics of a first

order partial differential equation. These characteristics are very closely

related to f/d contours where f is the Coriolis parameter and d is the

depth. Along these contours the surface elevation is governed by a simple

one-dimensional form of the differential equation. Using this method we

generated a set of boundary conditions such that the inflow boundary was

specified as a simple wind dependent slope, and the outflow boundary was

related to the inflow boundary by using the characteristics that were defined

by the simplifed model equations. This approach led to circulation patterns

which could then be related to wind conditions. Using this parameterization,

a series of different cases was investigated; then the predicted currents

from the model were compared to the scatter seen in current meter records

from four different locations in the Kodiak area. The results of these studies

were presented at a recent American Geophysical Union meeting (Galt, 1977).

This characteristic technique was also used in the NEGOA area, and the

results of these studies indicated the existence of several distinct domains

within the NEGOA area that seemed to be strongly related to each other,

(Royer, 1978). A final improvement in the combination hinge and characteristic
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technique for determining boundary conditions was the introduction of a

sea surface slope inversely proportional to depth to replace the hinge.

This modified cross shelf profile meant that steeper sea surface slopes

were obtained in shallower water along the coast assuming uniform wind,

which tended to give a more realistic appearance to the current patterns,

these techniques were applied in the Kodiak and NEGOA regions.

These techniques were characteristically applied to specific regions

to obtain flow patterns for particular studies. They are also all derived

in a heuristic way, which is typically labor intensive. The boundary con-

ditions were tried; if they did not give reasonable results, alternate form-

ulations were used. Although these empirical studies gave interesting current

patterns, and in some cases appeared to accurately reflect direct observations, we

still have reason to be skeptical of the results. In particular, location

independent techniques might be derived, reflecting a more solid coupling

of the fundamental physics to the model. Additionally, we are searching

for a more formal way to approach the boundary problem as it relates to

the diagnostic model.

In the next section we will discuss the decomposition of the model

equations into a purely baroclinic mode, a minimum barotropic mode needed

to satisfy continuity, and a barotropic wind driven mode. These various

modes will be related to the kinds of data needed in order to solve the

respective problems and to the number of degrees of freedom that are expected

in the solutions. Next, we will discuss the types of boundary conditions

to be imposed on each of the separate modes and ways to combine them to

give a more general solution that would reflect the given density fields

as well as the geometry of the specific region being studied. From these

discussions we will derive a consistent approach for determining the boundary
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conditions in a general study area.

In addition we will be able to determine the flow patterns that are

likely to result from these particular sets of boundary conditions and

relate them to observational data that can be obtained from CTD measurements

and current meter data. To the extent that observational data do not fit

the modal decomposition predicted by the model, we will also derive an

objective way of determining whether or not the assumed boundary conditions

are correct for the region.

II. Decompositon of the Diagnostic Model

The diagnostic model equations are linear. Therefore it is possible

to decompose the governing equations into a number of different parts,

each of which can be evaluated individually and then added up to give the

total solution. The impetus for decomposing the model equations has come

from two different problems. First of all, the simple hinge type boundary

conditions that were used in a number of earlier studies led to a difficulty

when the wind velocity approached zero. Under these conditions, the sea

surface slope across the shelf also went to zero, thus, there was no baro-

tropic transport across these particular boundaries. Nonetheless, the

density field which was already specified gave a baroclinic transport that

could be balanced only by invoking some rather exotic circulation patterns

in the bottom Ekman mode. These results clearly indicated that some minimum

barotropic mode had to exist to satisfy continuity in the presence of a

non-uniform density field. A second reason for suggesting a decomposition

of the model equations became apparent during an investigation of the number

of degrees of freedom to be expected in the general class of solutions.

Since the equations are linear, the number of degrees of freedom to be

expected must be related to the number of degrees of freedom that are allowed
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in specifying the boundary conditions. The hinge formulation introduced

a single wind parameter; therefore, any similarity type distribution of

sea surface elevation across the shelf would always lead to a single pattern

in the flow. In order to better understand these patterns, we broke the

boundary conditions into inhomogeneous parts related to the density field

and a homogeneous and/or similarity part related to the set up by the wind.

To see that this is possible, we may begin by looking at the diagnostic

model equation.
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Next we must consider the boundary conditions needed to solve these

equations. To do this we will look at a typical model domain consisting

of a coastline, shelf and deeper offshore section (see Fig. 1). The various

segments of the boundary can be described in the following manner:

Segment a) This coastline boundary satisfies the physical condition

that the net flux through the coast must be zero. To do this we simply

sum the barotropic, baroclinic, surface Ekman and bottom Ekman modes in

a non-dimensional form (Galt, 1975).

where [bar]n is a unit vector normal to the coast pointing offshore; and [bar]s is

a unit vector given by [bar]k x [bar]n = [bar]s, where [bar]k is positive up. These represent

mixed Neumann type boundary conditions involving both normal and tangential

derivatives of the dependent variable.

Segment b) This offshore or deep water boundary is assumed to be deep

enough so that the concepts appropriate to classical dynamic heights can

be used. To implement this in the diagnostic model we simply set the sea

surface elevation at any station deeper than the level of no motion to:

= -N[subscript]1[alpha]

Segments c & d) These cross shelf boundary regions require special

attention. By specifying the surface elevation along this boundary, we

supply Dirichlet type boundary conditions and determine the barotropic

flow normal to the boundary. These nonhomogeneous conditions have been

approximated in a variety of ways; to understand the rationale behind each

potential problem we must look into these in some detail.
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Basically the sea surface's departure from a level surface is caused

by both thermohaline forcing and wind forcing. From a conceptual and com-

putational point of view it is useful to separate these into a number of

independent cases or modes. Before doing this, however, it is useful to

outline the problems that are likely to occur if the boundary values are

incorrectly specified.

In the model equation both geostrophic and Ekman flow are allowed

and must be balanced to maintain continuity of mass. Moreover, around

the boundary of the model most of the flow is determined by the independent

variables (density, wind stress) or by the boundary conditions. In par-

ticular, the density data determines the baroclinic component of the geo-

strophic flow through the boundary; and the specification of the sea surface

elevation determines the barotropic component of the geostrophic transport

through the boundary. If these do notbalance so that there is no net

flow through the boundary, the model will establish a secondary flow in

the bottom Ekman layer to complete the balance. To do this a strong baro-

tropic current must flow parallel to the boundary. To get a better under-

standing of how this takes place, we may look at the following simple example

(Fig. 2)
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Boundary conditions will specify that flow enters from the right and exits

from the left of the domain, i.e.;

To solve this we will use the homogeneous part of the equation to satisfy

the non-homogeneous part of the boundary conditions. Thus

subject to the boundary conditions given above. The solution for this

part of the decomposition is easily seen to be:

The remaining part of the solution will satisfy the full non-homogeneous

equation subject to the homogeneous boundary conditions, i.e.;

This differential equation and boundary conditions are well known in the

field of oceanography, as they are identical to the one proposed by Stommel
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(1948) to represent general ocean circulation. For this secondary barotropic

flow, the surface elevation contours will also be streamlines for the

surface current (Fig. 3). This pattern shows a strong western boundary

current analogous to general ocean circulation with the depth gradient

taking the place of the [beta] term and the baroclinic-bottom interaction term

replacing the wind stress curl.

Several general characteristics of the model can be demonstrated from

this simplified case. As previously stated the secondary flow is the result

of a continuity imbalance. The basic barotropic mode [epsilon]1 = y is nondivergent

over the entire domain. The baroclinic forcing, on the other hand, is

divergent. The density field will induce a flow, with both north and west

components, which carries water from deep to shallow regions. This requires

a secondary flow that results in a southerly drift and/or divergence in

the bottom Ekman layer. We can see that this clockwise flow will support

a bottom Ekman layer that transports water out of the domain, primarily

through the strong western boundary current region. This strong asymmetry

is another general characteristic of the secondary flow generated by the

model. The coefficient N2 is small; as a result, the leading and highest

order term typically will not contribute significantly to the balance,

except in boundary regions where the derivative in the independent variable

can become large (Cole, 1968). For most of the interior and right hand

boundary regions (to the right when facing from deep to shallow) the primary

balance within the model is between the J([epsilon],d) term and the forcing terms.

From this we may deduce two additional points. First, as the bottom friction

([omega]N2) becomes smaller, the western boundary current becomes more narrow

and more intense. Secondly, for most of the model domain, the solution

is totally dominated by the right hand boundary conditions and first order

reduced equation. The intense western boundary current is clearly an artifact
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of imposing additional boundary conditions, required by the second order

equation, but redundant to the dominant first order dynamics. This explains

the problem of picking appropriate boundary values across the c and d regions;

they are coupled and generally cannot be set independently without expecting

to get large, extraneous secondary flows.

With the problem demonstrated, we may now consider several techniques

that can be applied in a systematic way to determine appropriate boundary

values and define the degrees of freedom, or independent patterns, that

can be expected from the model.

We will begin by considering the density driven response in the model,

i.e.;

To better understand how to proceed we will look only at what we know to

be the dominant physics, i.e., the first order equation that remains when

the bottom friction is negligible.

This corresponds to simple geostrophic flow over variable bathymetry.

Consider a triangular region of the ocean in which the depth, the

sea surface elevation, and the vertical integral of the density can be

approximated as linear functions of x and y. Thus if we define
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are the interpolating weight factors or shape functions associated with

the triangle in question. (Zienkiewicz, 1971 and Fig. 4). The gradient

in the [alpha]-field and thus the gradient in the bottom pressure will be:

Where the indicated three component vectors, A, a and b, are known from

the geometry and from the density data given at the vertices. For the

moment we will refer to gv[alpha] as the baroclinic component of the pressure

gradient where g is the acceleration of gravity. Given this assumption,

we may define an internal velocity component, or the velocity at the bottom,

due to the density variations as

This velocity component will be rotated 90° to the left of V[alpha]. We may

now look at the depth gradient which can be written as:
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In order to satisfy the continuity requirement that there be no flow through

the bottom, we must require that the net horizontal bottom flow be along

an isobath. Thus there is a minimum barotropic mode that must accompany

the internal velocity V[subscript]I unless V[alpha] and vd are co-linear. This minimal

external or barotropic bottom velocity component will be parallel to the

depth gradient and be given by (Galt, 1975, eq. 21)

This can be related to the sea surface elevations as follows:
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and, with no loss of generality, we can set

Z1 = 0

These three equations can now be solved for the coefficients z1, z2, and

z3 to find the minimum barotropic mode.

It can be seen that the minimum barotropic mode is equivalent to speci-

fying the component of the sea surface slope along an isobath, i.e., this

determines the barotropic velocity normal to the depth contours. From

a graphical viewpoint, the three conditions above are equivalent to placing

vertex 1 of the triangle in the x-y plane and then rotating it around the

vd axis until the slope is sufficient to give VEM (Fig. 4).

Thus far we have determined only one component of the sea surface

slope. It is also possible to rotate the solution plane for the sea surface

elevation around the axes formed by the isobath. This can be done indepen-

dently of the rotation around [triangle]d, physically it will result in a barotropic

current that is parallel to the isobath, and thus have no effect on the

continuity balance. This degree of freedom can be used to obtain a solution

throughout a region composed of a number of triangular elements connected

along an isobath or characteristic (Fig. 5). Specifying a slope for triangle

1 is equivalent to specifying the flow along the isobath and the single

boundary condition needed to solve the first order partial differential

equation. Triangle 2 can be rotated around the isobath until its two common

vertices with triangle 1 match up, i.e., the solution plane for triangle

1 and for triangle 2 would be continuous along the common side AB. In

a similar manner triangle 3 is rotated around the isobath and matched up

along the common side with triangle 2. This process can be carried on

through triangles as we follow an isobath or characteristic.
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In order to get a better understanding of what is meant by this minimum

barotropic mode, it is necessary to look into the physical implications

of such a flow. For a single triangle this mode is clearly the barotropic

component needed to align the bottom flow with the isobaths. This is an

absolute minimum current; any other barotropic currents that are consistent

with the density field and bathymetry will have components of the current

along the isobath. These other cases would subsequently result in a sea

surface slope with higher potential energy. When moving from one triangle

to another along an isobath, continuity of flow across the boundary will

determine the along isobath component of flow.

Why should we be interested in a sea surface distribution with minimum

potential energy? We may note that this problem was considered by Wunsch

(1977) in a different context. He discussed minimum energy solutions subject

to a variety of conservation constraints, but none of his constraints happened

to be bottom flow following f/d contours. He did, however, recognize this

possibility. To answer the question in the context of the present problem,

we recall that during the decomposition of the governing equation the density

driven response did not include any wind forcing. Under these conditions

the wind set up would relax and the sea surface would tend to decrease

to the lowest energy level consistent with the dynamics represented by

this component of the equations.

The next problem is to solve the density response partition of the

diagnostic model equations, subject to the constraints that the surface

elevation should be at a minimum potential energy and that there are no

strong currents generated parallel to the boundary. Following this, we

look for solutions to the wind driven response partition of the problem,

assuming homogeneous water and some similarity profile for the wind set
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up. The linear sum of these two solutions will be the total flow for the

diagnostic model problem.

III. Density-Driven Response

The following is an investigation into the density driven response

of the model. This will include the baroclinic mode and the minimum baro-

tropic mode required for continuity. There are several ways to approach

this problem, and included are outlines of three of them. Each way represents

a somewhat different approach corresponding to various degrees of mathematical

rigor. Obviously the computational effort required is quite different

for each one of these and a comparison of results is of considerable practical

interest.

3.1 Minimum Potential Along Characteristics

The coastal boundary segment previously labelled (a) (Fig. 1) must

satisfy the "no net flux" condition. The deep water segment (b) will be

represented by dynamic heights assuming a level of no motion on the order

of 1000 - 1200. The remaining undetermined boundary values are for the

segments (c) and (d) connecting the offshore and coastal regions. To evaluate

these we will make use of the reduced invicid form of equation that represents

the dominant physics, i.e.;

At each boundary point along these segments, the surface elevation

is set to an unknown constant c. From this point we will integrate along

a characteristic, satisfying the relationship obtained from the above equation:

Once the depth contour, or characteristic, is traced all the way across

the model, the initial constant is adjusted to yield the minimum potnetial
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energy for the surface profile along that path. A graphical interpretation

for each triangle along the isobath is shown in Figure 6. The potential

energy along this path can be written as:

Summing these contributions for each of the triangles connected by the

isobath with the understanding that &1 = 0, gives
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To obtain the minimum value for the potential energy along this path we

differentiate with respect to c and set the result to zero, giving

[FORMULA]

Once this is done for each of the points along the (c) and (d) boundaries,

the interior solution for the full equation should give a minimum potential

energy surface except for the contribution from the small bottom stress

terms. A closer look, however, reveals several unresolved ambiguities

and potentially degenerate cases.

This minimum potential energy approach will give elevations along

segments (c) and (d) relative to other members of this set, but it does

not suggest how to connect these sections to the offshore segments whose

elevations are also only defined relative to other members of their sets.

To resolve this problem we have adopted the convention that the offshore

boundary segment be adjusted up or down by a constant amount so that the

innermost line of stations (whose relative position is given by dynamic

heights) is at a minimum potential energy relative to the z = 0 level.

This same constant offset is then applied to the entire deep water region.

The degenerate cases that must be considered involve places along

the boundary where neighboring points are at the same depth (characteristic

runs along the boundary) or where the boundary point is a local maximum

or minimum in the depth (characteristic does not penetrate the model domain).

We set boundary values at these points by using a quadratic interpolation

that fits a curve through two points on one side of the unknown point
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and through one point on the other side. This procedure is done from both

sides and averaged as shown in Figures 7 and 8.

We summarize this procedure as follows;

1) Coastal boundary points are set relative to each other using

a "no net flux" constraint.

2) Deep water boundary points are set relative to each other by

assuming level of no motion and using the dynamic heights method. In addition

they are offset so that the innermost line of deep stations is also set

at a minimum potential energy relative to z = 0.

3) Cross-shelf boundaries are set relative to each other by minimizing

potential energy along characteristics, subject to the reduced form of

the density-driven equation.

4) Degenerate cases are resolved by using interpolation techniques.

Once these steps have been done, the complete density-driven response

is calculated giving a flow field including the effects of bottom friction.

This solution can be expected to approximate the minimum potential energy

solution (or most relaxed set-up) consistent with continuity considerations,

the given density field, and the bathymetry.

3.2 Green's Function to Minimize Regional Potential Energy

In this section we will derive a technique for obtaining a complete

solution to the minimum potential energy, density-driven response. To

do this we will make use of the linearity of the diagnostic model equation.

We start with the general density drive equation:
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1) The solution to the above equation subject to the following boundary

conditions:

a) no net flux through the coastal segment

b) deep water boundary segment given by dynamic height

and assumed level of no motion plus a constant offset

c) all of the cross-shelf boundary values set to zero

2) The solution to the homogeneous equation is

subject to the following boundary conditions:

a) no net flux through the coastal segment

b) all remaining boundary points are set equal to zero

except one which is given a unit magnitude.

This second problem gives the numerical solution to the Green's function

which represents the response of the system to a unit impulse from a par-

ticular boundary point. If there is a total of M boundary points along

the cross-shelf boundary segments, we repeat problem two above with each

point in turn acting as a source point for the Green's function.

In all we obtain M+1 solutions for each nodal point in the model plus

the contribution from the variable density forcing terms with dynamic height

values set offshore. After doing this we write the total solution as

the linear sum

where the subscript i indicates those of Green's functions with which
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the solution is associated, the superscript j indicates the nodal point

value, and c[subscript]i is the 'as yet' undetermined amplitude associated with each

of the Green's functions.

We will now determine the values of the c[subscript]i's such that the potential

energy for the total solution is a minimum. To do this we will consider

a triangle with vertices l, m, and n and area [delta]. With the shape functions

ø[subscript]l, ø[subscript]m, and ø[subscript]n we define the surface elevation as

The potential energy of the surface relative to a flat surface at

zero height (where the integration is over the triangle) is given by

Substituting our expression for the surface elevation into this gives

To evaluate the integrals of these shape functions, we may use the formula

given by Zienkiewicx (1971, page 120, eq. 7.34) which states

and the above integral becomes
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Substituting our linear sum representitisn for C into the above gives

Expanding this out gives

This is once again the potential energy associated with a single triangle

as a function of the Green's function contribution from each boundary

point along the cross-shelf segment. The total potential energy for the
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region will be the sum of this expression over each triangle. To minimize

this we must differentiate with respect to each of the C's and set the

resulting system of equations to zero, i.e., for i = 0, 1, 2, . . .M

This gives M+1 equations in the M+1 unknown C's, which can be written

in the matrix form.
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and where it is understood that these terms are summed over all the triangles.

Solving this system for the Ci's, we then obtain the minimum potential

energy solution for the density-driven response partition of the diagnostic

model.

3.3 Natural boundary conditions for the Finite Element Solution

The third method of estimating the boundary conditions for the density-

driven response to the model is by far the simplest and depends to some

extent on serendipity. The basic procedure can be described as follows:

The density-driven response partition of the diagnostic equation

is solved using the finite element technique and first-order linear shape

functions subject to the following conditions:

a) Along the coastal boundary segment a zero net flux condition

is specified

b) Along the deep water boundary sgement the elevations are set

using dynamic height considerations

c) Along the cross-shelf boundaries no boundary conditions are imposed

after the finite element matrix is assembled.

Surprisingly, a solution is then obtained without giving the elliptic

problem explicit boundary conditions surrounding the domain. Furthermore,

the resulting flow pattern appears to be very close to the one that was

obtained using the technique of minimizing the potential energy along

a characteristic or using the more complete Green's function minimization.

To understand how this takes place we must first consider the finite element

(FEM) method that is being used along with its bases set of functions.

Next we will investigate the physical implications of these mathematical

conditions and discuss why these should lead to a low or minimum potential

energy state.
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We start by observing that the differential operator represented

by the diagnostic model equation is second order; we therefore expect

the solution to come from the general function space of twice-differentiable

functions. On the other hand, the interpolation functions which are used

to make up the solution function space are only linear and piecewise con-

tinuous. This presents no particular problem in that the actual Galarkin

formulation that is used to assemble the FEM solution matrix is in the

"weak form" where higher derivatives in the operator are transformed to

boundary constraints via integration by parts. When this is done, certain

essential and natural type boundary conditions are identified (Strang

and Fix, 1973). In the absence of the specification of essential boundary

conditions (Dirichlet in this case) the solution will tend to optimize

its approach to the natural boundary conditions (homogeneous Neumann type).

In essence, when no boundary conditions are specified over some segment

of the boundary, the normal derivative of the FE solution using first-order

elements and the weak Galarkin form will tend to go to zero.

The sea surface slope normal to the boundary of the model corresponds

to a barotropic flow along the edge of the domain. This type of circulation

pattern has been previously identified as resulting from continuity mismatches

around the boundary. It is at least plausible that by approaching natural

type boundary conditions along the boundary segments crossing the shelf,

the secondary flows will be small in some sense. Thus we can expect the

total solution, constrained with essential conditions only around the

deep water segment and the physically realistic non-flux conditions along

the coast to approach a minimum energy state.

In this section we have presented three different approaches to solving

the density driven response to the diagnostic model equations. Each rep-
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resents a somewhat different point of view and requires different amounts

of computational effort. These are investigated in section V to add

formalism to the understanding of the model and to standardize the approach

to its use. This is in strong contrast to previous explorations where

trial and error and oceanographic intuition were major factors in model

applications.

IV. Wind-Driven Response

In this section the wind-driven response of the model is considered

by solving the partition of the diagnostic equation given by

This equation represents the wind forcing of the model region. The wind-

driven effects can be conveniently divided into two separate components.

The first of these is the surface Ekman flow, which enters into the vorticity

equation as the curl of the wind stress (i.e., the local wind forcing

caused by the winds within the model region.) The second category of

wind forcing can be referred to as global. This is the result of large-

scale wind patterns and is transmitted to the model through the set-up

of the boundary points. Typical patterns associated with this process

are modeled by imposing a slope across the continental shelf region that

is proportional to the alongshore component of the wind stress. The assumed

mechanism hypothesizes that the Ekman transport pushes water up against

the coast inducing a barotropic set-up and subsequent alongshore currents.

Such behavior has been qualitatively observed in many continental shelf

areas and quantitatively documented by Beardsley and Butman (1974).

Looking more closely at the local wind forcing, we find that there

are two ways in which the model can be forced directly by winds within
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the model domain. The first of these is through the wind stress curl,

which is small for typical length and time scales (100 km and days).

For most cases, the open ocean, wind-driven convergence or divergence

is a secondary contributor to the mass balance, or sea surface set-up.

The second way that the local winds drive the model is through the mass

convergence or divergence at the coastline. This effect enters through

the no net flux boundary conditions. This direct forcing of the model

covers all possible ways in which winds effect the dependent variable,

i.e., sea surface elevation and subsequently the geostrophic currents

at the surface. However, these effects do not include all of the wind-

driven currents. Superimposed on this surface geostrophic current is

the non-divergent component of the Ekman layer flow which is added onto

the diagnostic model solution and clearly depends on local winds.

The global wind forcing to be used in the model presents two distinct

problems. The first is theoretical, the second numerical. It is known

that regional winds set up the sea surface. The details of how the physical

processes operate in continental shelf regions with complex bathymetry

and stratification are essentially unknown. Because of this, various

assumptions have been made and tested with the model. The measure of

success of these assumptions is a comparison of model results to current

meter observations or Lagrangian drifter data. To date, only the simplest

one parameter similarity profiles have been used, specifying either a

uniform slope across the shelf or a slope inversely proportional to the

depth. In these cases using the complete model, the density-driven and

wind set-up effects were not clearly separated, and it was difficult

to determine the actual degrees of freedom represented by the model or

specified in the boundary formulation. The natural way to specify these
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wind-driven elevation values across the shelf would be to have sea surface

or bottom pressure measurements from a series of gages. Using this data,

an observed cross-shelf profile could be used to drive the model. The

pressure data would need to be filtered to remove non-geostrophic components

In addition it would be encouraging to find the appropriate geostrophic

scale signal falling along a simple one-parameter cross-shelf profile.

When trying to key the wind-driven model response to various cross-

shelf profiles, it is important to remember that the system is linear.

For example, with n data points across the shelf, n different emprical

orthogonal modes can be derived from the records. Than all possible profiles

can be represented as linear combinations of these few model profiles.

Thus, these studies can expect the most productive output by concentrating

on empirically derived profiles.

An alternate technique for keying the wind-driven response of the

model would be to develop a Green's function for various slope conditions

between nodal points across the shelf. Methods would be similar to those

presented in the preceding chapter and could be put together in linear

combinations to represent any given cross-shelf profile.

The second general problem associated with the global wind forcing

in the model is numerical and was disucssed in section III of this report.

As mentioned, the boundary layer nature of the governing equation and

the dominant first-order physics associated with the bathymetric interaction

term make it essential to consider the coupling between the right-hand

and left-hand cross-shelf boundary segments. The two opposite boundary

values must be related along bathymetric contours to avoid the presence

of extraneous boundary currents in the secondary flow. There are several

possible approaches to this problem; as discussed previously. The first
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approach is to specify the surface elevation at only one point on each

isobath and determine the second boundary value by using the reduced equation

and integrating along the characteristic. The second approach makes

use of the natural boundary condition behavior of the finite element solution

technique. In this case, the elevation would be set on each characteristic

and the remaining boundary conditions would remain unspecified to be deter-

mined by the solution technique so as to suppress extraneous boundary

currents.

As a final point on the wind-driven response in the model, this par-

tition of the model equation does not depend in any way on the density

data. The initial finite element grid or nodal point positions were deter-

mined by the locations of CTD stations which supplied the density input.

Commonly ship time and weather constraints limit the station coverage,

and spatial distribution is not as detailed as one might like for resolving

complex bathymetry. With the density- and wind-driven responses of the

model partitioned as indicated, it is not necessary to restrict both par-

titions to the same finite element mesh. In fact, the wind driven response

can be run once for any region on a grid as dense as needed to resolve

the relevant topographic features.

V. Model Test

In order to get a better understanding of the model decomposition

the model was tested on a relatively complex domain. Rather than go to

a specific site and attempt to find data, a region was hypothesized with

analytic bathymetry. The topographic features of the region are: a broad

continental shelf, a bank or shoal region on the shelf, and a large submarine

canyon. The actual model bathymetry is the sum of all these features
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expressed in analytical non-dimensional form as follows:

Figure 9 shows the triangular grid system that was used on the 5 x 5 (non-

dimensional units) domain. This corresponds to 143 stations with an increased

density of points on the western boundary to avoid any resolution problems

that might occur with the secondary boundary currents. Figure 10 shows

a bathymetric contour map plotted from the station location data. We

will refer to this as the GS (Gondwannaland Shelf) domain.

The density field will be given by a simple linear function of position

at the surface that goes to a constant density at great depth, i.e.,

This can be easily integrated from some depth z to the surface to give

[alpha], i.e.,

From this the gradients in the [alpha] field and bottom pressure forces due

to the baroclinic terms will be
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Table 1 gives the non-dimensional values of the various depth and density

coefficients used in the GS region parameterization. This relatively

simple formulation retains analytic properties yet requires some cross-

isobath flow in the minimum barotropic mode; thus it will be an informative

example for the present study. Figure 11 shows the alpha field derivations

plotted from the station data.

To round out the Gondwannaland Shelf domain data set, it is assumed

that a number of pressure gages and meteorological data buoys have been

deployed and have established the wind response characteristics of the

region. For the present example this has reduced to the following: the

sea surface elevation for any point along the coast (corrected for tide

and barometric pressure) is a linear function of the alongshore component

of the wind stress with the amplitude of the variation being roughly pro-

portional to the width of the shelf. Then, for the purpose of this illus-

tration, a linear bathystrophic forcing is hypothesized. In this the

alongshore component of the flow is proportional to the alongshore component

of the wind speed with the onshore/offshore component of the sea surface

elevation in geostrophic balance with the alongshore current.

Given this GS domain data, we may now explore the regional circulation

using the decomposition techniques outlined in the previous two sections

of this report.

Starting with the density-driven response we will seek the baroclinic

mode along with the minimum barotropic mode required for continuity.

Three different methods of solution are suggested, and each will be in-

vestigated. The assumed level of no motion offshore will be taken as

1,000 m, thus the two outermost lines of stations will be set using dynamic

height considerations.
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The three methods are:

1) To obtain the boundary values using the minimization of potential

energy along characteristics we proceed as outlined earlier. The surface

elevation associated with the minimum barotropic mode for this case is

shown in Figure 12a.

2) To solve for the density-driven flow using the Green's function

approach we must calculate a number of different components to the flow.

The first is the component forced by the offshore dynamic heights. This

solution is shown in Figure 13a and can be thought of as the basic baroclinic

forcing. Added to this will be a linear combination of the other Green's

functions components. The first will be the constant elevation for the

offshore region which corresponds to offshore adjustment necessary to

minimize this region relative to the z = 0 level. This is shown in Figure

13b. The other Green's function components are all related to a unit

displacement at some boundary point. An example is given in Figure 13c.

Following the techniques outlined previously, the appropriate Green's

function components are scaled and added to minimize the potential energy

of the solution. The resulting surface elevation for the minimum barotropic

mode is shown in Figure 12b.

3) The third technique for estimating the minimum barotropic mode

is to use the finite element natural boundary condition formulation.

Figure 12c shows the surface elevation predicted by the natural boundary

condition case.

Figure 14 shows the surface velocity for the same three cases as

seen in Figure 12. Figure 15 shows the corresponding bottom velocities

for the three techniques. This differs from the surface currents by the
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baroclinic shear that is introduced by the variable density.

We now turn our attention to the wind-driven response of our GS region.

As previously stated, the assumed input data suggests a bathystrophic

balance where the alongshore component of the wind is linearly related

to a uniform sea surface slope across the shelf. This determines the

boundary conditions that we will impose on the wind-driven component of

the model decomposition.

Before considering the details of how to apply these conditions,

we note that the wind-driven response does not depend in any way on the

density data so that alternate grid systems are possible. To take advantage

of this we will add stations in regions of particular interest for increased

resolution of key bathymetric features. These additional stations will

be added over the canyon, the shelf break and the shoal area. The more

detailed grid system and new triangle mesh are shown in Figure 16.

The wind set-up forcing requires a uniform slope across the shelf

of the GS domain. This forcing applied to any cross shelf section can

be represented by a linear hinge. We set these with a slope of unity

between the 1,000 m (non-dimensional depth 5) contour and the coast. In

addition to these Dirichlet conditions we will assume the winds do not

affect the deep offshore region so these values will be set to a constant

equal to the value of the offshore extreme of the right-hand boundary.

The coastal boundary segment will be subject to the usual "zero net flux"

conditions. The complete wind set-up solution will be the linear sum

of these forced hinge sections, each of which can be thought of as the

Green's function response of the domain to an imposed bathystrophic balance

across a particular shelf profile. For each of these hinge components,
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the cross-shelf profile will be set; remaining cross-shelf model boundaries

will be subject to the FEM natural boundary conditions.

The key question is; along which cross-shelf profile should the hinges

be set? Where the bathymetric constraints dominate, either side should

lead to the same result. On the flat nearshore segments of the shelf,

however, the length scale is still determined by the elliptic terms

in the equation and the influence of boundary values (or forced hinge)

fall off with distance like the Green's function components. To explore

these options three barotropic cases are run with the surface elevations

shown in Figure 17 and the current vectors shown in Figure 18.

For each of these, alternate cross-shelf profiles would lead to alternate

possible circulation patterns with the total number of degrees of freedom

corresponding to the number of degrees of freedom in the specification

of all of the cross-shelf profiles.

VI. Discussion

The GS numerical experiments can now be discussed, comparing first

the density-driven response and the three different techniques that have

been used to find the minimum barotropic mode. As discussed in section

two of this report, a minimum barotropic mode is required because the

given density distribution we have chosen is quite simple and the bathymetry

is no more complex than that which might be expected of a typical shelf

region, the joint interaction between these two fields becomes relatively

complex. It is useful to examine the deviations in the alpha field along

the bottom (Figure 11). Clearly the major bathymetric features and density

field result in a complex pattern in the bottom pressure, or more specifically

the lateral bottom pressure gradients. The details of how these interactions
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effect the flow are represented as a J([alpha],d) torque term in the differential

equation; this pattern of J([alpha],d) is shown in Figure 19. The resulting

flow must satisfy both kinematic continuity constraints and conservation

of vorticity conditions. The divergence in the flow (veritcal stretch-

ng as the water moves over sloping bathymetry) interacts with the planetary

vorticity and results in the development of shears and horizontal accel-

erations. In addition to these constraints, which are defined and controlled

by the differential equation in the interior, we impose the boundary

conditions that specify the form of the solution around the edge of the

model. Our basic premise is that in the absence of wind set-up the sea

surface should be at a low potenital energy state, or that the flow's

interaction with the bathymetry should be in some sense small; and that

the solution should not show any strong or irregular currents along the

open boundary regions across the shelf. Each of the three techniques used

to obtain boundary conditions concentrate on obtaining low potential

energy solutions overall, or on forcing a smooth boundary region. The

general features of the flow can be seen in Figures 12, 14 and 15.

Looking first at minimizing the potential energy along reduced char-

acteristics (Figures 12a, 14a and 15a) the general features of the density-

driven flow are clear: 1) In general the flow is weak and energetic current

bands do not develop, which is consistent with our initial premise. 2)

As the forced onshore flow first encounters the steep continental shelf

the baroclinic/bathymetric interaction term introduces a general turn

to the east in the surface currents, with the bottom flow moving slowly

to the original westward direction, paralleling the isobaths. 3) Over

the shoal area on the eastern segment of the shelf a counterclockwise
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circulation develops with intensified flow over the eastern slope of this

positive bathymetric feature. 4) Over the canyon that cuts through the

western segment of the shelf a clockwise circulation is observed, with

the more intense currents found over the western slope of this negative

bathymetric feature. 5) Along the shallow relatively flat coastal segment

of the shelf region the flow is weak and generally to the east. Finally,

6) the offshore level of no motion and continental slope interaction region

exhibits what appears to be a banded east-west current pattern that is

particularly evident along the smooth eastern segment of the slope region.

The bottom flow predicted by this approach is generally small (virtually

zero over most of the shelf) and along isobaths, with the exception of

a few boundary triangles right in the steepest region of the continental

slope where the water that is forced onto the slope must exit the model.

This is obviously an open boundary effect that the characteristic approach

was not able to totally suppress.

We may now turn our attention to the more rigorous Green's function

minimization of the potential energy. The results of this case study

can be seen in Figures 12b, 14b and 15b. The numerical technique was

verified to have actually obtained an overall minimum potential energy

sea surface and the potential energy was found to be a quadratic function

of the component amplitudes, as expected. The potential energy of the

characteristic technique was 40% greater than the Green's function method.

The general behavior of the solution can be discovered by looking at the

individual components shown in Figure 13. Figure 13a is the basic baroclinic

forcing and clearly shows that the interior is going to have baroclinic

circulation associated with both the canyon and shoal regions. In addition

a weak coastal current and the effects of the sharp discontinuity between
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the offshore and interior region are evident. Figure 13b shows the baro-

tropic model response associated with the elevation offset between the

offshore and interior region. The major flow is along the continental

slope, but the flow is also seen to extend into the canyon region and

across isobaths, particularly in the shallow shelf region where the bottom

friction plays a significant role. It is obvious that this can be combined

with the baroclinic forcing (shown in Fig. 13a) in such a way as to largely

cancel out the strong currents along the continental slope. Also pertinent

to this Green's function component is the significant boundary layer that

occurs on the western edge of the model. This is due to the cross-isobath

flow that takes place gradually throughout the interior of the model and

must be compensated for in the narrow return flow. Actually this is just

a more complicated example of the flow which is described in section II

and shown in Figure 3. The remaining Green's functions all show the model's

barotropic response to elevation at a single boundary point (Fig. 13c).

In the absence of strong bathymetry, the response is controlled by the

elliptic terms in the model equation, and bottom friction sets the length

scale.

In Figure 14b we see that the composite Green's function currents

exhibit all of the six features of the interior flow that were enumerated

for the results of the reduced characteristic technique. There are essen-

tially no differences in the surface current vectors except in the western

boundary region of the model where significant boundary layers are present.

The bottom currents from the Green's function solution are uniformly very

small except in the boundary region where some are surprisingly large.

This approach clearly does not handle all of the extraneous boundary layers

that occur, and some additional research would seem appropriate.
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In re-examining the total potential energy of the model we may note

that very strong boundary currents are possible with relatively minor

potential energy changes in the small boundary triangles. In addition,

when the large interior regions are included in the minimization, a very

slight change over this area (representing a large potential energy) may

balance a relatively extreme perturbation along the edge. At this point

we should also invoke some of our fundamental understanding of how partial

differential equations are solved and of the significance of boundary

conditions in the construction of solutions. Basically the differential

equation must specify the nature of the solution within the interior of

the domain. Along the boundaries the nature of the solution must be imposed,

and for these regions this is typically more significant than the control

exerted by the differential equation. This all suggests that to minimize

the potential energy over the entire model may be an incorrect strategy.

It tends to specify the solution too rigidly over the interior and doesn't

properly force the correct form of the solution in the critical boundary

regions.

We can now examine the results of using the natural boundary condition

technique shown in Figures (12c, 14c and 15c). The surface contour pattern

appears to be very close to the one obtained by the characteristic and

reduced equation technique. The six major features described in the previous

cases are essentially unchanged by this technique.

Two interesting features do show up in the natural boundary condition

case that were not seen in the characteristic or complete potential energy

minimization/Green's function cases. First of all, there is no evidence

of enhanced boundary currents. The total potential energy is 28% greater

than for the Green's function minimization. This appears as a slight
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offset over the interior with a much smoother surface in the boundary

regions.

The second major feature of the natural boundary condition solution

is that the bottom currents (Figure 15c) are zero, unlike the other cases.

In this respect the solution appears to be a direct extension of the offshore

dynamic heights methods adjusting the level of no motion to the bathymetry.

Looking back at the basic differential equation it is clear that zero

bottom currents (i.e., [epsilon] = -N[subscript]1[alpha]) [epsilon]* = ([epsilon] + N[subscript]1[alpha]). Figures 4 and 5 illustrate

the physical reason for the zero bottom flow condition over the entire

domain produced by these boundary conditions. The zero bottom flow in

boundary triangles leads to zero bottom flow along characteristics (as

long as they are defined) and thus over the entire domain.

The three techniques used to estimate the density-driven partition

of the flow can now be compared and evaluated in terms of our original

objectives, i.e., to represent the baroclinic component of the flow along

with the minimum barotropic mode (sea surface elevation) such that the

bottom flow can be reconciled with the given density and topographic fields.

All three approaches lead to current patterns in the interior which

are essentially indistinguishable. Differences occur in the boundary regions

and in the small bottom currents. The method of minimizing potenital

energy along characteristics using the reduced equations leads to the

highest overall potential energy of the three techniques. In terms of

the obvious development of extraneous boundary currents the characteristic

method is intermediate with boundary layers weaker than the Green's function

solution, but with considerably stronger boundary layers in the natural

boundary condition solutions. The characteristic method gives a relatively

strong band of bottom currents along the face of the continental slope.
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These currents are suspect and most likely are related to the way the

offshore and cross-shelf segments are joined.

The Green's function technique gives a clear overall minimum potential

energy solution. Interior bottom currents are very close to zero and

seem to suggest that, away from the boundaries, the minimum set-up case

consistent with the model dynamics results in quiescent bottom currents.

The Green's function minimization of the entire regime does have the dis-

advantage that it generates energetic boundary currents which are obviously

not realistic.

The natural boundary condtion solution is computationally the simplest,

and like the Green's function solution, the interior bottom currents are

zero. In addition, this technique leads to essentially no boundary layers

and extends the zero bottom flow throughout the entire domain, including

boundary regions. With this it is possible to interpret the minimum baro-

tropic mode in a somewhat different light. The unforced baroclinic response

of a complex bathymetric region that has adjusted in such a way as to

minimize the potential energy of the sea surface elevation will approach

a zero bottom current condition. The natural boundary condition formulation

best yields this "minimum barotropic" mode by a circulation that in fact

creates a minimum (zero) bathymetric interaction. This differs from

the absolute minimum potential energy flow only in the important open

cross-shelf boundary regions, and here the natural boundary condition

formulation leads to more realistic flow, free from what are known to

be extraneous currents.

It is an interesting side note that, given an unforced geostrophic

plus Ekman flow regime for any region, the only possible steady state

circulation will be the case where the barotropic and baroclinic modes

493



combine in such a way as to yield a zero bathymetric interaction, which

in essence turns off the frictional dissipation.

In Figures 17 and 18 we can see the GS region's response to indirect

wind forcing. This includes the large-scale regional set-up of the sea

surface but not local surface Ekman currents. An examination of these

results reveal a number of interesting features and regional characteristics.

The use of the FEM natural boundary conditions allows for a smooth

continuation of the solution through boundary regions, so that specifying

surface elevations anywhere in the model results in a regional circulation

pattern with what appears to be transparent boundaries. For example,

in 17a and 18a a uniform surface slope is specified across the shelf on

the eastern boundary and natural boundary conditions are used along the

western boundary. Figures 17b and 18b show the flow that results when

the cross-shelf elevations are determined across the middle of the model

and both east and west boundaries are determined as the natural boundary

conditions. Figures 17c and 18c show the corresponding case forced from

the western boundary. It is interesting to note the differences between

these cases. There is obviously a length scale associated with the region

influenced by any of these cases. To understand these variations we may

once again consider the Green's function components, which in turn represent

just the regional dynamic response of the model. Along the shelf break

where bathymetric controls are dominant the parabolic nature of the equations

is evident, and extends across the entire model closely following f/d

contours. In contrast, the shelf in the nearshore region is nearly flat

and bottom friction, the elliptic nature of the equation dominant, and

the diffusive character of the solutions are clearly seen. This diffusive

scale is of special interest and can be estimated by a scale analysis
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of the differential equation. The relevant term in the governing equation

is

Since in non-dimensional form i has been scaled to 0 (unity) this term

will only be significant when

This defines a length over which G variations must occur if the elliptic

term is to be significant, i.e.,

This is the appropriate scale length for the Green's function response

in relatively flat regions where elliptic nature of the differential equa-

tion dominates, i.e.,

It is also clear from these scaling considerations that the diffusive

length scale (N[subscript]2)½ determines the minimum size bathymetric feature that

will be effective in the conservation of potential vorticity-dominated,

parabolic model response. That is, in the presence of bathymetric variations

the flow will follow f/d contours only down to a scale length where the

diffusive processes become significant, at which point smoothing of the

elevation contours will occur. Covering the entire cross shelf region,

the solutions show a smooth gradation from one set of dynamic balances

to the other. The same characteristics and length scales that are seen

in the Green's function appear in our hinge solution.
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As a final point, the three hinge modes are linearly independent

and can be thought of as hinge influence functions. Then, assuming that

we have sea surface elevation information at various points along the

coast, these can be combined in a logical way. For each point along the

coastal boundary (segment a - Fig. 1), a bathystrophic hinge response

is calculated. A distribution of sea surface elevation along the coast

will be associated with this hinge located at point n along the coast,

i.e.,

where f(s) is just the value of the hinge response as a function of the

distance s along the coast. Then given m locations along the coastline

where the hinge amplitudes h[subscript]m are given, the following m equations can

be developed:

For m = n a solution is obviously possible, the appropriate weighting

amplitudes for all the hinges are obtained in terms of the coefficients

(C[subscript]n'[superscript]s). If an infinite number of m locations are chosen, the above equation

and formulation clearly degenerate to a continuum and once again give

a formal Green's function solution to the model dynamics subject to a

linear sea surface slope forcing (hinge mode) across the shelf.

For any particular shelf region or transect, the surface elevation

will be the sum of a number of hinge modes; thus, it will not necessarily

appear as a uniform cross-shelf profile. Instead it will relfect the

appropriate dynamic distribution of the immediate location, plus the weighted

contribution from neighboring locations. In a somewhat related study,
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Csandady (1978) considered similar dynamics and the regional influence

of local wind forcing and offshore circulation. His work was for a uniformly

sloping wedge-shaped coastal region where the parabolic nature of the

dynamics was uniformly dominant.

For the present study the three hinge modes shown in Figures 17 and

18 can be considered as an initial numerical approximation to the continuum

Green's function. For these the influence function f[subscript]n falls off to essentially

zero at adjacent hinge points and the weighting factors are locally deter-

mined, i.e.,

This means that each hinge coefficient will be set at the locally determined

(bathystrophically balanced) value and the total solution will be the

sum of the three hinge modes.

Having examined all of the various modes for the Gondwannaland Shelf

region and considered the dynamics of the decomposition from a number

of points of view, it is informative to look at the composite flow.

We will combine the output of the density-driven and wind set-up responses.

Figure 20 shows the results of the natural boundary condition solution

for the density-driven response plus the sum of the hinge modes representing

the coastal set-up case. Figure 21 shows the natural boundary condition

solution for the density-driven response minus the sum of the hinge solutions

representing a coastal set-down case. Assuming a simple hinge response

for the shelf, all possible circulation patterns must be some linear com-

binations of the modes represented in 12c, 17a, and 17c.

VII. Conclusions

The linear diagnostic model equations have been formally decomposed

into a density-driven response and a wind set-up response. These responses,
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plus an additional non-divergent surface Ekman mode, make up the total

flow that can be represented by the model. The density-driven response

is made up of baroclinic currents driven by the imposed density field

and by a minimum barotropic mode which orients the combined bottom currents

in such a way as to satisfy the model's dynamic and kinematic contraints.

The model is tested on an analytic, but realistic domain (the Gon-

dwannaland Shelf) which includes topographic features representing a broad

shelf and continental slope with a shallower bank and large submarine

canyon.

Three alternate approaches are used to obtain estimates of the minimum

barotropic mode. The first, based on characteristic of the reduced model

equations, is of historical interest in that it has been used in previous

studies. The second solution technique obtains a minimizing potential

energy for the sea surface, and thus shows the most relaxed overall regional

state that is consistent with the bathymetry and density fields. The

third method, which depends on the finite element technique, is computa-

tionally the simplest, and from a theoretical point of view should reduce

the occurence of extraneous open boundary currents.

All three of these techniques yield essentially identical interior

flows. The finite element method using natural boundary conditions is

seen to offer the best approximation to the minimum barotropic mode, in

that it extends the formal minimum potential energy solution smoothly

throughout the cross-shelf boundary regions. From a physical point of

view, the minimum barotropic mode represents a "minimum bathymetric inter-

action" i.e., barotropic and baroclinic modes that give zero bottom flow.

Conceptually this is a natural extension of the offshore level of no motion

introduced by the dynamic heights method. In addition it can be seen that,

given unforced barotropic, baroclinic and bottom Ekman modes, this is
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the only possible steady invisid circulation pattern. Within the context

of the linear model formulation, the density-driven response contains

all of the independent circulation information available from the density

data. The development of the density-driven response can be carried out

once for each set of STD or CTD data available for the study region, but

beyond that no other independent density related circulation modes are

possible.

The wind set-up response of the model can be represented by a number

of hinge, or cross-shelf profile modes. the known profile can be applied

anywhere within the model when the finite element method with natural

boundary conditions is used. The region of influence of any single cross-

shelf profile depends upon the topography and can be explained in terms

of the joint elliptic and parabolic nature of the governing partial dif-

ferential equation. This dependence can also be clearly demonstrated

by the component Green's function responses that were developed. These

domains of influence for the hinge or cross-shelf profile modes define

the need for boundary input data and the spacial scale that must be resolved

by observations.

Having developed the response characteristics of the model region,

it is obvious that these patterns could be usefully employed to design

the minimum resolution observational grid needed to study the area. For

a linear system, the other relevant scale would be the length associated

with the forcing (large-scale winds) that set up the cross-shelf profiles.

The total regional circulation for the model domain may now be rep-

resented by a simple linear combination of the density response mode and

the various hinge or cross-shelf profile modes, plus a non-divergent surface

Ekman drift. Since there is only one density response mode for each set
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of STD or CTD data, and the wind response modes are all dependent only

on the bathymetric characteristics of the region, the procedure of applying

the model to a study region is greatly simplified. In addition to increased

model efficiency, these modes are seen to represent fundamental physical

processes that can be directly related to empirical data and can be used

to obtain measures of success for predicted currents, as well as in the

design of observation arrays.
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Figure Captions

Figure 1 General configuration of typical continental shelf study region.

Figure 2 Example of density field with cross isobath flow for use in an
analytic example of model solutions.

Figure 3 Surface elevation contours for secondary barotropic flow gen-
erated in response to cross isobath baroclinic forcing.

Figure 4 Diagram of aribtrary triangle showing the relationship between the
independent variables depth and density; their associated gradients
[triangle]d and [triangle][alpha], and the geostrophic components of the bottom current.

Figure 5 Series of triangles connected by an isobath, or characteristic
for the reduced equation.

Figure 6 Triangle intersected by an isobath with surface elevations
determined at the ends of the transect.

Figure 7 Demonstration of interpolation technique used to obtain boundary
values for the case where f/d characteristics do not intersect
the model except at one point.

Figure 8 Demonstration of interpolation technique used to obtain boundary
values for the case where f/d characteristic extends along
the edge of the model for two or more boundary points.

Figure 9 Grid system used for density driven response study on the GS
region representing a square domain of 5 x 5 non-dimensional
units.

Figure 10 Bathymetric chart of the Gondwannaland shelf model domain showing
the shelf section with a shoal to the east and a large submarine
canyon to the west.

Figure 11 Alpha field (bottom pressure) deviations along the bottom of
the model domain.

Figure 12 Contours of surface elevation indicating surface stream lines
for the minimum barotropic mode. a) method of minimizing
potential energy along the characteristics of the reduced equation.
b) Green's function minimization of total potential energy.
c) Finite element method of natural boundary conditions.

Figure 13 Green's function components representing model response. a) non-
homogeneous forced mode reflecting the density distribution and
offshore dynamic heights. b) homogeneous model response to a
uniform displacement of the offshore region relative to the shelf
region. c) homogeneous response to a unit displacement of one
boundary point.
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Figure 14 Surface current vectors for the density driven response with
the minimum barotropic mode a) method of minimizing potential
energy along the characteristics of the reduced equation. b)
Green's function minimization of total potential energy. c)
Finite elemeent method natural boundary conditions.

Figure 15 Bottom current vectors for the density driven response a) method
of minimizing potential energy along the characteristics of the
reduced equation. b) Green's function minimization of total potential
energy. c) Finite element method natural boundary conditions.

Figure 16 Triangular mesh used for the wind set-up partition of the GS
region study.

Figure 17 Surface elevation contours for the hinge response modes associated
with the homogeneous wind set-up partition of the model equations
a) eastern boundary set as hinge profile, b) central cross shelf
transect set as hinge profile, c) western boundary set as hinge
profile.

Figure 18 Current vectors for the hinge response modes associated with
the homogeneous wind set-up partition of the model equations.
a) eastern boundary set as hinge profile. b) central cross shelf
transect set as hinge profile. c) western boundary set as hinge
profile.

Figure 19 J([alpha],d) Baroclinic forcing in density driven response given by
the joint baroclinic, bathymetric interaction. Shaded area in-
dicates negative values.

Figure 20 Sum of the density driven response and wind set-up response
(hinge modes) for a case representing winds from the east.
a) sea surface elevation contours. b) surface current vectors.
c) bottom current vectors.

Figure 21 Sum of density driven response and wind set-up response (hinge
modes) for a case representing winds from the west. a) sea
surface elevation contours. b) surface current vectors.
c) bottom current vectors.
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1. Introduction

This report assembles a synoptic climatology to estimate surface winds

over the water along the southern coast of Alaska from Yakutat to Kodiak

Island. A synoptic climatology is a collection of generalized quasi-steady

states of the atmosphere which are frequently observed or a continuum of

states along particular storm tracks. The following classification is based

upon sea level pressure analyses. Weather types aim to maintain the range

of synoptic variability while grouping daily weather maps which have the

same basic meteorological structure but slightly different locations or inten-

sities. A synoptic climatology differs from calculation of means in that it

specifies specific type patterns, such as a high or low pressure center, which

could occur on any given day rather than forming an average over several

possibly different sequential daily maps.

It should be recalled that atmospheric modes are continuous in time

and that synoptic systems differ in size and intensity throughout their

individual life cycle and from one storm to the next. Given the assumption

that classification is possible, our approach regards patterns of weather

circulation as implicit functions of the static sea level pressure distri-

bution (Barry and Perry, 1973). It differs from a kinematic approach in

which synoptic weather maps are classified in terms of principal storm

tracks. The former approach is most appropriate in regions where a propor-

tion of features form and/or decay in situ or are persistant. Since the

Gulf of Alaska is often the decay center for storms in the Pacific, the

static approach is taken as a working hypothesis. Western Europe and the

East Coast of the United States are examples where a kinematic approach

would be more appropriate.
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This study was initiated as part of the Outer Continental Shelf En-

vironmental Assessment Project (OCSEAP) to provide local winds to an oil

spill trajectory model, coupled with the ability to provide frequency of

occurrence information from the meteorological record. The intent is to

retain the influence of a daily wind variability on the dispersion of

trajectories as part of a climatological assessment.

There are two approaches to map typing which can be referred to as

objective (or at least automated) and subjective. Objective typing

can be considered a pattern recognition problem involving digitized weather

maps. Such techniques are generally based upon principal component analysis,

factor analysis and their close relatives (Kendall and Stuart, 1975) or

pattern correlation techniques (Lund, 1963). General objective techniques

are being investigated as a companion study to the research reported here.

The subjective approach involves assigning daily weather maps into different

categories by a synoptic meteorologist. A rationale for subjective typing

is that in order for patterns to be successful the underlying meteorological

processes leading to these patterns should be recognizable.

This report establishes six subjectively derived weather types which

are subdivided into twelve subtypes for the Northeast Gulf of Alaska

(NEGOA) - Kodiak Island region. These six patterns were derived from com-

bining and modifying patterns from two previous studies by Sorkina

(1963) and Putnins (1966), subjective analysis of fall 1977 - summer 1978

sea level pressure charts from the National Meteorological Center, and

post modification of patterns based upon daily typing of candidate patterns.

Post analysis indicated the necessity of including subtypes. Subtypes
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within a type contain the same general distribution of features and meteor-

ological basis but represent slight variations in locations of features

which cause changes in the orientation of the geostrophic wind at the central

location of the NEGOA coastline. These types are developed in chapter 2.

An additional resource for this study is the digitized sea level

pressure grids for the northern hemisphere produced by the National Meteor-

ological Center (Jenne, 1975). These fields are available for 1968-1975.

Each subjective subtype was digitized on the same mesh as the Meteorological

Center grid for twenty-four common points (figure 1). A daily map may then

be quickly typed by computing its correlation with each of the subjective

types. Such a procedure forms the basis for percent coverage and transition

probability calculations for the various types.

The second approach to typing considered in this report consists of

applying the pattern correlation technique (Lund, 1963) to the digitized

daily weather maps. The pattern correlation technique consists of forming

the correlation of each day with all other days during the year. The day

with the highest number of correlations greater than a prescribed cut off

value as type A. All days that correlate greater than the cut off value

with type A are removed and the procedure is repeated to find type B; the

analysis is continued until the data is exhausted. This procedure is

applied to NEGOA as an independent check on the subjective typing and

documented in chapter 3.

The relation of the surface wind fields over coastal waters of Alaska

to geostrophic winds is complicated by coastal blocking, extensive air mass

modification and mesoscale features induced by coastal topography. The

available density of station data does not provide the resolution of the
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spatial variation of the wind field over the water for input to trajectory

calculations. As an alternative we have developed local wind fields on a

7½ minute latitude by 15 minute longitude grid which are the assumed local

winds that occur with each synoptic scale subtype. These local patterns use

a single point planetary boundary layer model proposed by Cardone (1969)

to compute surface stress from the geostrophic wind, including corrections

for thermal influence, and modify the near shore wind field based upon the

field program of Reynolds, et al. (1978).
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Figure #1 NMC 47 x 51 grid. There are 1,977 points in the entire
grid. The subset of 24 points used in this study are shown
by a lined region.
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2. Subjective Weather Patterns for Coastal Gulf of Alaska

2.1 Technique

The two previous studies to find type patterns, duration, and tran-

sition probabilities which cover southern Alaska are Sorkina (1963) and

Putnins (1966). Our six patterns result from modifying Putnins' patterns

in the following ways:

a) combining like patterns

b) modifying them according to Sorkina's patterns

c) using fall, winter and spring of 77-78 sea level pressure analyses

from the National Meteorological Center to test the patterns and

to modify them accordingly.

Sorkina (1963) provides a description of the surface circulation

patterns over the entire North Pacific Ocean. Fifteen patterns are obtained

based on 16,000 daily synoptic maps spanning 47 years (1899-1939, 1954-1959).

Each pattern is subjectively justified upon meteorological grounds. Seasonal

duration and transitional probability statistics are established. Three under-

lying regional physical processes are evident which can be combined and re-

arranged to make each pattern. These are zones of cyclogenesis, high pres-

sure regions, and regions for stagnation of lows. The horizontal temperature

contrast between the northwest Pacific and the adjacent continent gives rise

to the arctic front, a region of active cyclogenesis, which is oriented

SW-NE near Japan in the mean. The newly formed cyclones travel rapidly

toward the northeast. The curved coastline of Alaska is a region where low

pressure centers stagnate. High pressure areas and zones of cyclogenesis

tend to alternate at mid-latitudes, while regions of stagnation and zonal

bands of rapid movement for lows alternate at higher latitudes. Sorkina
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shows that each of her patterns is seasonally persistant and tends to lead

to specific other patterns.

Sorkina's patterns were applied to a new data set, the daily Pacific

surface analyses at 1800 GMT from September 1977 to December 1977, prepared

by the Ocean Services Unit of the Weather Service Forecast Office in Seattle.

An analysis of map sequences for the middle and eastern North Pacific showed

that the daily maps would closely resemble one of Sorkina's patterns in

general character for a day or two, followed by three or four days of less

identifiable character as the cyclones moved rapidly from cyclongenesis

regions to stagnation regions where the maps would again closely resemble

a type pattern for another few days.

Sorkina (1963) provided a very useful reference; unfortunately, her

type patterns cover the whole northern Pacific and do not adequately resolve

the comparatively small and peripheral coastal Gulf of Alaska. Putnins'

patterns are on a more applicable scale. However, Sorkina excels Putnins in

establishing physical bases for her patterns and was used as a general

guideline for deciding the final six type patterns.

Putnins' twenty-two patterns were also obtained from a large data set.

Weather maps, both surface and 500 mb, for the period 1 January 1945 to

31 March 1963 were used to determine types "in such a way that for every

date of this period a specific baric weather pattern could be assigned."

Duration and transition frequencies were also found. The 500 mb patterns

were used to assign either a 'cyclonic', 'anticyclonic' or 'mixed' designation

to the flow pattern aloft. Most of Putnins' patterns can be related to one

or another of Sorkina's patterns. Representative daily maps are shown by

Putnins as examples of each type. However, little physical discussion is
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given of each type and several of the infrequently occurring types seem

arbitrary. Furthermore, his patterns apply to all of Alaska so that the

difference between any two patterns is sometimes due to a difference occur-

ring far from the coastal Gulf of Alaska. Thus many of this patterns have

been grouped and redrawn to be more useful for Gulf of Alaska studies.

2.2 The Six Surface Weather Type Patterns

The six types (Table 1) represented by twelve subtype patterns are

shown in Appendix A as figures Al - A12. All 22 of Putnins' patterns can

be incorporated into these slightly more general patterns, and most of the

77-78 surface maps subjectively resemble one or another of the twelve.

Subtypes consider the same meteorological conditions as the parent type, but

represent slight variation in location of pressure centers which result

in large wind direction changes over NEGOA. For example, the major subtypes

for Type 1 are relocating the low center along the coast as seen in figure

2.

An example of how these patterns were obtained is given for the common

case of a stagnating low pressure system tucked into the center of the

coastal Gulf of Alaska. The underlying broad pattern, Sorkina's 4c, is

shown in figure 3. Putnins' type patterns Al and A' shown in figures 4 and 5

reveal more of the necessary details and the effect of the orientation of

the land and ocean on the isobar pattern. Type pattern 1, figure 2, was thus

determined concentrating on the orientation of the geostrophic wind along

the coastal Gulf of Alaska.

Type pattern 1 (Figure A1 - A4) is a manifestation of the natural

stagnation region for cyclones provided in fall, winter and spring by the

higher elevation, relatively cooled land to the north. Cold air in the interior
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of Alaska creates a very stable anticyclone over the Yukon, which can domin-

ate the coast in the absence of cyclones, as typified by pattern 3

(Figure A7). In both cases the coastal mountains tend to contain the cold

air while the relatively warmer water constitutes a good substrate for

cyclonic conditions, making for closely packed isobars parallel to the coast.

Type pattern 2 (A5 and A6) represents the average position of cyclones

as they are transported in the westerlies to eventually die cut in the

northeastern Gulf. However, cyclones often linger over the central Aleutian

Islands. This frequented position is associated with an Aleutian low at

500 mb as the disturbances align vertically in old age. Subtype 2.0 is

more typical of winter and subtype 2.1 is more typical of summer and fall

when the Aleutian low is adjacent to a strong east Pacific high pressure

area.

In the summer the comparatively cool northeast Pacific Ocean surface

provides for a well developed anticyclone. This often encroaches on the

region and is the basis of type pattern 5 (A8 and A9). Subtypes 5.0 and 5.1

represent an east and west location for the main axis of the pressure ridge.

In this milder part of the year, the equator to pole temperature gradient
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Figure 2. Subjective weather type 1.0. The "x" indicate locations of the
low center for the four subtypes comprising type 1.0.



Figure 3. Sorkina's weather type 4c.



Figure 4. Putnins' weather type A[subscript]1.

lessens and cyclonic systems become weaker and are found farther to the north.

Lows tend to move through the Alaska mainland, frequently being observed as

shown in patterns 4.0 and 4.1 (A10 and All).

Another commonly observed pattern, type 6 (A12), shows a cyclone posi-

tioned near the Queen Charlotte Islands, with a high over northeast Alaska

and the Bering Sea. This occurs when cyclogenesis occurs farther to the

east and south than for the lows observed in the other cases. The cyclone

often retrogrades towards the central Gulf coast or may travel northeast
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Figure 5. Putnins' weather type A'.

onto the continent, usually to die.

Each of the six patterns are listed in table 1 with the season it is

commonly associated, the Putnins' patterns from which it is derived and

the underlying Sorkina pattern.

2.3 Pattern Climatology

Automated sea level pressure analyses on a polar stereographic grid

over the northern hemisphere produced at the National Meteorological Center

(NMC) were obtained for 1968-1975. The mesh length is 381 km at 60° north
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latitude. Since 1972 the analysis has consisted of fitting Hough functions

to observed data (Flattery, 1970). Hough functions are solutions to Laplace's

tidal equations, which imply a geostrophic relation between the wind and mass

fields. The analysis is spectral in character fitting the entire atmosphere

at once with 24 wave numbers in latitude and longitude and seven layers in

the vertical. Prior to this time the analysis consisted of a local inter-

polation to grid points based upon Cressman (1959). Analyses are performed

twice a day with a data receipt cutoff of ten hours after observation. It

should be recalled that the analyses maps are dependent upon the availability

of ship observations on a given day and are subject to interpolation and smooth-

ing errors introduced by the analysis procedures. This was particularly

noticeable as a lack of packing of the isobars along the coastlines in

weather maps representing Type 1 synoptic conditions.

A subset of 24 grid points was extracted from each 12 hour map for the

NEGOA region (figure 1). Each subjective subtype was also digitized to

provide sea level pressure values at each of the 24 grid point locations.

The correlation was then computed between each map and the twelve subtypes

to determine the pattern for each 12 hour weather map:

where P[subscript]im and P[subscript]tm represent the deviation of pressures from the map

average for data i and type t at grid point m. The weather type with the

largest correlation is assigned to that map. The magnitude of the

correlation is recorded along with the type.

The percent of occurrence of each type by year and season are listed

in Table 2 and graphed in Figure 6. Percent of occurrence of each subtype
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TABLE 2 TRANSITIONS FROM INITIAL TYPE TO FOLLOWING TYPE

Based on 12 Hourly Analyses 1968-1974

is listed in Appendix A. The Aleutian low (pattern 2) is dominant in all

seasons. Pattern 3 (high in interior of Alaska) is confirmed as a winter

pattern and the east Pacific high pressure as a summer pattern. Lows to the

north (pattern 4) peak in summer and lows to the southeast (pattern 6)

peak in winter. The same tables also list transition probabilities. The

large diagonal components, many over 50% are an indication of persistence

of each pattern.

Figure 7 plots the percentage of days from the 1969-74 record which

could be typed by at least one of the patterns at a given threshold value
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Figure 7. Percentage of 12-hour NMC pressure

Figure 6. Percentage occurrence of synoptic fields from 1968 to 1973 typed by at least

weather type by season. one subtype at a given threshold.



of the correlation coefficient. Approximately 75% of the record can be

typed with a correlation of 0.7 or better.

3. Automated Weather Typing

3.1 Methodology and Results

This section discusses an independent approach to map typing to

compare with the subjectivetyping in the last chapter. The technique

used is the pattern correlation technique (Lund, 1963, Basing, 1975, Singh

et al, 1978). The procedure is as follows.

1) Correlation coefficients are computed for each existing 00 GMT

map and all others for the year 1974. Accounting for missing data, this

formed a correlation matrix of 354 x 354 elements.

2) The correlation matrix is examined to determine which daily map

is highly correlated with the greatest number of other maps. For this

purpose highly correlated implies values greater than a cutoff value, rc.

The chart having the maximum number of correlations exceeding the threshold

value is classified as type A.

3) All maps which correlated greater than rc with type A are removed

from the analysis.

4) The procedure is repeated to find type B, C, . . . until either

all days are classified or they do not correlate with any remaining map.

We designate that a type must have a minimum of ten members.

In following the above procedure certain arbitrary criteria are

adopted in picking rc. Too high a cutoff may produce a large number of

types while too low a value may provide lumping of synoptically distinct

patterns. Thus the procedure is automated, but not necessarily unique.

Table 3 shows the number of maps removed (out of 354) at each step

of the procedure. The second column gives the percent of the 354 maps
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TABLE 3
NUMBER OF DAYS FIT BY EACH PATTERN TYPE

which correlate the greatest with each of the patterns. It accounts for

some days that were removed by an early step of the procedure but correl-

ate highest with a latter pattern. Appendix B shows the days picked for

cutoff of 0.8 and 0.7.

3.2 Comparison With the Subjective Types

Table 4 lists the date selected for each objective type A-I (0.8

cutoff) and it s correlation with each subjective subtype. Table 5 is a

similar format for the 0.7 cutoff. Type A and AA are March and September

dates which correlate strongly with type 2, This case is the Aleutian low

pressure center which has the highest percent of occurrence (25%, Appendix

A) in the 1968-74 record of any weather type. Subjective subtype 6.0, the

second most frequent type, was closest to the second pick with the 0.7 cut-

off and third with the 0.8 cutoff. Type B from early September is dissimilar

to any of our patterns. It contains a migrating low in the central Gulf
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south of our region. Types F and DD, and D and CC consists of summer

cases similar to our couplets 4.0 and 5.0 versus 4.1 and 5.1, Subtypes 4.0

and 5.0 are high pressure to the southeast and 4.1 and 5.1 have high pres-

sure to the southwest. Type 4 patterns have weak lows over interior Alaska.

The automated typing sees the east or west orientation of the pressure gra-
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dient as more important than the inclusion of the weak low pressure centers,

After pattern DD, the number of fits for 0.7 drops by more than half.

Pattern EE is half way between type 2 and 3. Type FF and GG pick up pattern

1 while type HH is similar to an earlier type DD. Type G picks up pattern

1. Pattern H is much closer to our type 6 than pattern C. Pattern I is

between our pattern 1 and 4 while pattern C lies between our 1 and 6.

All approaches, the two automated and subjective, point to four primary

patterns, the Aleutian low, low over the southeast Gulf of Alaska, and east

and west high pressure ridge orientation. The subjective approach and the

0.7 cutoff place low pressure centers in similar locations to produce the

remaining types. After the first four primary patterns, the 0.8 cutoff

also adds various low pressure centers to the basic group of four patterns,

but has a different regional location from the other approaches, indicating

a different grouping of migratory lows.

All digitized weather maps for 1968-73 were typed by comparison with

the twelve subjective subtypes and the two automated sets of weather.

In addition eight sets of ten maps were drawn at random from 1974, and used

as weather types against the 1968-73 maps. Figure 8 shows that both automated

types perform slightly better than the subjective classification scheme

when compared to the NMC digitized sea level pressure grids.
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Figure 8. Percentage of 12 hour NMC pressure fields typed by the
subjective approach, the two pattern correlation types
and the average of eight sets of ten maps drawn at random
from the NMC data set for 1974.
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4. Local Wind Fields for NEGOA

4.1 Procedure

This section discusses the generation of local wind fields from surface

pressure pattern types described in section 2. For use in the oil spill

trajectory calculations all local wind speeds within a pattern will be

scaled against an anemometer record. Therefore, the primary aim is to produce

wind fields showing local direction and relative magnitude. Computation be-

gan by computing gradient wind speeds and directions from the patterns on a

uniform set of grid points over the localized area shown in figure 9. The

grid consisted of 800 boxes; each box was 7½ minutes in latitude by 15

minutes in longitude. At 60°N the boxes were 13.89 km on a side. Boundary

layer thermal structure and air-sea temperature differences were estimated

for each pattern. Cardone's (1969) planetary boundary layer model was used

to estimate cross isobar flow angles ([alpha]) and surface friction velocities (u*)

over open ocean. Within 50 to 100 km of the coast data from coastal measure-

ments and descriptions of coastal processes were used to modify Cardone's

model output. The friction velocities were then converted to equivalent 10 m

elevation neutral surface layer winds. The wind field away from the coast

was smoothed and a final diagnostic check of the divergence field was made.

Since local winds will be scaled against an anemometer, the magnitude

of the geostrophic wind within each pattern is of secondary importance.

However, with higher wind speed cases the nonlinear effects of inertia on

surface winds are important, causing larger relative variations in wind speed.

Therefore, in computing local wind fields we biased the analysis toward the

higher wind speed cases. Geostrophic wind speeds typically were taken

between 10 and 20 m/sec with some 25 m/sec values where isobars are packed
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Figure 9. Grid network for estimating local winds.



along the coast. Gradient wind speed corrections were applied to regions

of isobaric curvature.

We assumed a thermal structure for the marine planetary boundary

layer (PBL) so that the baroclinicity of the PBL was consistent with an

ideal storm structure and climatology. For example, pattern type 1 (figure

2) represents the stagnated low pressure center in the Gulf of Alaska.

Our ideal storm consists of warm air advection behind a warm front and cold

advection well behind the cold front. Nearshore, where offshore flow occurs

we assume large horizontal air temperature gradients. The climatology for

the winter months when storm type 1 prevails shows a mean surface air tempera-

ture distribution which reflects the large duration of pattern type 1. Iso-

therms were drawn to reproduce the climatological large scale temperature

gradient and then distorted to be consistent with storm structure, packing

the isotherms in frontal zones. Actual fronts were not created so as not to

over-specify the generalized storm. Figure 10 shows the isotherms used for

type 1 along with the isobars. From the isotherms, the magnitude and direc-

tion (relative to the surface geostrophic wind) of the baroclinic field

(thermal wind) were determined. Baroclinicity for the other map types were

similarly computed.

The distribution of air-sea temperature difference was also assumed for

each pattern, also drawing on idealized storm structure and climatology.

Figure 11 portrays the climatological air-sea temperature difference distri-

butions from the OCSEAP Gulf of Alaska Climatic Atlas (Brower, et. al, 1977).

The climatic atlas covers several marine "areas" of which areas D and E are

two. The western half of our grid is part of area D, and the eastern half

is part of area E. During winter the mean air-sea temperature difference
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Figure 10. Isotherm pattern used to estimate local winds for pattern type 1.0.



Figure 11. Climatological air-sea temperature distribution for the
western Gulf of Alaska (D) and the eastern section (E).
(After Brower et al. 1977).
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is more negative and the distribution of air-sea temperature difference

is broader, reflecting the vigorous temperature advection caused by the

more severe winter storms. In area E, the air-sea temperature difference

is more negative than in area D due to the advection of warm surface water

into that region, and due to offshore flow of cool air. In the spatial

distributions of air-sea temperature difference that we created, the means

were commensurable with those in figure 11 and our most extreme deviations

from the mean were generally within one standard deviation (based on figure

11) of the mean. Figure 12 shows the air-sea temperature differences used

for type 1.

Cardone's (1969) Ekman layer model was used to provide the friction

velocity u* and cross isobar flow angle [alpha]. The inputs required are the

gradient wind speed, G, the magnitude of the PBL horizontal temperature

gradient, [triangle]T, the angle between the surface geostrophic wind and the thermal

wind, n, and the air-sea temperature difference [triangle][theta]. Values of drag coef-

ficient and inflow angle were interpolated from a set of curves produced by

running Cardone's model. Figure 13 shows the behavior of u*/G versus G,

n, [triangle]T, and [triangle][theta] . Likewise, figure 14 shows the behavior of [alpha].

Surface stress, u*, was converted to a neutral stratification 10 m sur-

face layer wind speed. That is, a logarithmic wind profile was assumed

with the roughness length, z0, depending on u* as (as in Cardone's model,

CGS units)

[FORMULA]

Only constant drag coefficients or drift factors should be used with

these winds as wind speed and stability corrections are already included.
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Figure 12. Air-sea temperature difference map used to estimate local winds for type 1.0.



Figure 13. Geostrophic drag coefficient as a function of air-sea
temperature difference for Cardone's model. The parameter
n is the angle between the geostrophic and thermal wind;
G is the gradient wind speed.
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Figure 14. Similar to 13, but for inflow angle (angle of the surface
wind to the left of the geostrophic direction).
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By comparing the baroclinic, stability dependent 10 m wind field with

a wind field based on a constant u*/G = 0.025 for pattern type 1.0, the

effects of stability and baroclinicity are about 15%.

Within 50 - 100 km of the coast where Cardone's model is inappro-

priate, primary guidance was taken from actual measurements and descrip-

tions of coastal processes reported in the draft NOAA Technical Report,

"Coastal Meteorology in the Gulf of Alaska, Icy Bay to Yakutat Bay"

(Reynolds, Hiester, Macklin, 1978). That report dealt only with the Icy

Bay to Yakutat coastline but the following principles of that area were

applied to the remainder of the NEGOA coastline.

Planetary boundary layer air piles up against the sides of coastal

mountains when the incident winds are obliquely onshore. A pressure gra-

dient forms normal to the coastline which establishes a longshore geo-

strophic flow. This orographic forcing is part of the reason that low pres-

sure systems stagnate in the Gulf of Alaska. The length scale of the sea-

ward extent that this deviation from the incident geostrophic flow is dis-

cernible is poorly understood. The length scale probably depends on the

angle between the initial geostrophic flow and the coast, and the speed

of an impinging pressure system. There are indications that this length

scale is on the order of 100 km.

Near the surface and nearshore, the winds are not in geostrophic balance

and blow at an angle to the coastline. Within 20 km of the coast, the winds

can have an offshore katabatic component due to drainage of denser air from

the mountain valleys and glaciers. This is an almost permanent feature in

winter but occurs mainly at night in the summer. Winds nearshore also respond

to the coastal discontinuity in frictional drag creating an offshore wind
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Figure 15a. Wind speed as a function of offshore distance.
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Figure 15b. Direction of the 30 meter wind as a function of offshore

direction.
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component when there are longshore easterlies in NEGOA and an onshore

component for longshore westerlies.

Figure 15 shows the wind speed and direction measured from an aircraft

in a line directly offshore of the Malaspina Glacier. Nearshore winds

were blowing from the NNE, slightly offshore and out of Yakutat Bay, while

50 km offshore, the winds were from the SE. Where the offshore and the

onshore winds merged, the flow accelerated and formed a coastal jet 10 to

30 km offshore and parallel to the shore. That was the best example measured,

but we believe the jet is a frequently occurring feature. The sensitivity

of the jet to variations in meteorological parameters remains unknown.

In winter the winds nearshore are persistently offshore but in summer

the drainage winds are weak and easily overcome by an onshore push. There

is a deceleration as the shore is approached. Data from EB-70, EB-43, and

an anemometer at Pt. Riou (on the shore at the western tip of the Malaspina

Glacier) were used to scale these decelerations.

After using the above principles to modify the coastal winds, the

wind fields were smoothed. A nine point smoother was used on all grid boxes

that were at least one box away from the shore. The filter smooths the

effects of the interpolation and truncation error.

Finally, the divergence at each grid point was computed for every

wind field. The contours of the divergence field (x 10[superscript]5) for type 1.0 are

shown in figure 16. The values at the coastline cannot be taken too literally

as the wind vectors only represent the over water wind. The figure provides

confidence in the overall method. There is convergence (of sensible magnitude)

at the center of the storm, divergence behind the cold front, and convergence

just off the coast where onshore flow meets katabatic flow.
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Figure 16. Divergence field calculated from the local wind field for type 1.0.



4.2 Description of Local Wind Fields

This section presents thirteen velocity fields for the synoptic sub-

types described in section 2. Arrow plots are contained in Appendix C.

A velocity vector applies only to the over water portion of a box that

spans the coastline. The length of each arrow is a measure of the relative

wind speed, and each arrow points downwind.

Synoptic pattern 1 (figure 2) represents a low pressure system con-

tained within the Gulf of Alaska by coastal mountains. This pattern was

broken down into four subtypes corresponding to four positions of the storm

center as it migrates through the Gulf. Figure C4 is the vector plot for

type 1.3 with the storm center at 57°N 152°W, just east of Kodiak Island.

The topographical forcing of the boundary layer is not yet strong so the

flow near shore, in the mid to western portions of our grid, is onshore.

Near the shoreline and at the surface (not necessarily representative of the

entire depth of the PBL) there is offshore katabatic flow. Fed by surround-

ing tributaries, the drainage flow is deeper in the estuaries such as

Yakutat Bay and hence dominates the wind fields in those regions. When-

ever flow encounters land it decelerates and turns toward lower pressure.

For example, the winds that blow across Kayak Island are retarded and de-

flected to the south. The air accelerates around the southern tip of the

island to rejoin undisturbed flow on the lee side. The winds are also

generally slowed by the landforms at the entrances to the Copper River

Delta and Prince William Sound, however some passes channel and accelerate

the flow.

Figure C2 is the wind field for type 1.1 when the storm is centered
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at about 50°N 148°W. The considerations are similar to those documented

for type 1.3.

The archetype for this series, type 1.0 with the storm as shown in

figure A1, is given in figure C1. As the storm moves eastward into this

position the orographic forcing of the PBL becomes strong, especially in

the Yakutat to Kayak Island region. There the offshore flow (katabatically,

frictionally and topographically forced) meets the onshore flow and the

two form an alongshore jet. The winds blowing offshore in the western por-

tion of the grid accelerate from their nearshore speeds up to their open

ocean speeds, causing some divergence there.

Figure C3 shows the wind field for type 1.2. The storm is at it's

eastern extreme; at about 58°N 141°W. The alongshore jet is mostly east

of our grid region but is visible entering the region at the eastern border.

The jet quickly dissipates in the difluent region in the northwest quadrant

of the storm.

Type 2 represents an Aleutian low as shown in figure A5. The local

wind field is shown in figure C5. There is also an alongshore jet for

this type. Since the flow in the eastern part of the grid is roughly

alongshore, there is no alongshore acceleration there. The jet forms be-

tween Icy Bay and Kayak Island where the geostrophic flow is more directly

onshore. The confluence at the mouth of the Yakutat Bay and the decelera-

tion windward of Kayak Island cause those areas to be convergence centers.

There is relief behind Kayak Island where the winds turn northward to al-

most be in geostrophic-frictional balance before encountering the drainage

winds in the Copper River area. The winds are slowed by the land masses in

the Cape Hinchinbrook region but are not blocked by them. Figure C6
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represents an autumn case of type 2.1 with a remnant of high pressure to the

east.

We have split the synoptic type 3 (figure A7) into two cases. Type 3.0

(figure C7) is the usual case where the anticyclone over the Yukon dominates

the NEGOA area. This is typically a time of clear skies. Radiational cool-

ing of the land surfaces causes katabatic flow, especially off of the Bering,

Malaspina, and Hubbard Glaciers. East of Yakutat, the winds accelerate

offshore making it a region of divergence. From Yakutat Bay to Kayak Island

there is convergence of katabatic and alongshore winds. West of the Bering

Glacier is another region of divergence. The winds blowing from the Copper

River delta hit Hinchinbrook and Montague Islands quite obliquely, so we

show the air blowing roughly parallel to those shores and around the is-

lands to the south rather than making the more energy consuming trip over

the tops as in the previously described types. The eastern shores of these

islands are therefore in a convergent region.

Type 3.1 (figure C8) allows for the reported cases of very strong

(50 to 100 knots) winds near shore along the NEGOA coast. The surface

pressure pattern is virtually indistinguishable from that of type 3.0.

The air northeast of the coastal mountains is very cold throughout a very

deep layer; i.e., the 1000-500 mb thickness is less northeast of the mountains

than in the Gulf. When the reservoir of cold air gets deep enough, the cold

air spills through the mountain passes like water over a dam. The low

temperature is somewhat maintained (against adiabatic warming during descent)

by flow over the radiationally cooled icefields. Large velocities build up

as the air drains out of the prominent valleys. We have allowed strong

winds to blow out of the Alsek River Valley, Yakutat Bay, Icy Bay, off the
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Bering Glacier, and from the Copper River Valley.

The Icy Bay winds are strongest and actually blow off the Malaspina

Glacier just east of Icy Bay. Guidance for this location came from a

run of the regional meteorological model described by Overland et al.

(1978). We assumed the core of strong winds would totally mix with the

ambient air about 100 km downstream of the shore. Most cores turn to

the right as they mix with the ambient flow. The Bering Glacier and Copper

River winds meet and mutually interfere.

Synoptic pattern 4 (figure A8 and A9) is a summertime case when a

large low pressure system over central Alaska dominates with the Pacific

high retreating to the south. It is also observed if the Aleutian Low

(type 2) drifts north. In the local wind fields (figure C9 and C10) we

weaken the katabatic flow off the ice (the land surfaces may be warmer than

the ocean), and the land-sea frictional differences encourage onshore flow.

The winds also blow up estuaries, unlike previously described cases.

Synoptic pattern 5 (figure A10 and A11) represent the predominate summer

case of the Pacific anticyclone. The local wind fields, shown in figure C11

and C12 were treated similarly to type 4. There is some topographical forc-

ing, however, as the isobars are slightly packed on the eastern side of the

high. The central area of the high is divergent with the onshore flow at

the coast being convergent.

Synoptic type 6 (figure A12) represents the low pressure center west

of the Queen Charlotte Islands. Frequently this low stagnates and fills in

place, but it also may move NNW into the Gulf of Alaska and become type 1.2.

The local wind field (figure C13) is divergent over most of the NEGOA grid.

Guidance in scaling the small horizontal variations for this pattern was
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taken from aircraft measurements made under similar synoptic conditions,

reported in the Reynolds et al. report.

4.3 Evaluation

July-August 1974 and February-March 1975 were visually typed from

the hand drawn sea level pressure analyses from the National Meteorological

Center every twelve hours through these periods (Table 6 and 7).

Figure 17 shows the direction of the local wind (meteorological)

at Middleton Island for each weather type as inferred from figures C1 - C13.

For comparison the anemometer record at Middleton Island during the sample

periods was stratified by synoptic type. Vector mean winds were then

computed within each type and plotted for the winter period on figure 17 and

for the summer period in figure 18. A similar plot for winter at EB-33

is shown in figure 18. Middleton winds show good agreement with the

subjective types. Figure 18 indicates that EB-33 contained more of an

alongshore component to the winds than inferred subjectively.
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TABLE 6. SUBJECTIVE TYPING--WINTER
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TABLE 7. SUBJECTIVE TYPING--SUMMER
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Figure 17. Direction of local wind types at Middleton Island. Dots
represent the vector mean observed wind at Middleton strati-
fied by subtypes for the February - March 1975 period.



Figure 18. Same as 17 for buoy EB33.



Figure 19. Same as 17, but for the July-August 1974 period.



REFERENCES

Barry, R.G., and A.H. Perry. Synoptic Climatology, Methods and Application.
London: Methuen & Co., 1973, 553 pp.

Biasing, T.J. A comparison of map patterns correlation and principal
component eigenvector methods for analyzing climate anomaly patterns,
in Preprints Fourth Conf. Probability and Statistics in the Atmospheric
Sciences, Amer. Meteor. Soc. 1975 p. 96-101.

Brower, J.R.W.A., Diaz H.F., Prechtel A.S. Searby, H.W. and J.L. Wise.
Climatic Atlas of the Outer Continental Shelf waters and coastal
Regions of Alaska: Vol. 1 Gulf of Alaska, National Climate Center,
Environmental Data Service, NOAA, Ashville N.C. 1977, 439 pp.

Cardone, V.J. Specification of the wind distribution in the marine
boundary layer for wave forecasting. Report GSL TR69-1 New York
University School of Engineering and Science. 1969, 131 pp.

Cressman, G.P. An operational objective analysis system. Mon. Wea. Rev. 1959
87, 367-374.

Flattery, T.W. Spectral Models for global analysis and forecasting. in
Proceedings sixth AWS Technical Exchange Conference, AWS Tech Rept.
242, Scott AFB, Ill., 1970, pp. 42-54.

Jenne, R.L. Data sets for meteorological research. NCAR Tech Note NCAR-TN/lA-111
1975, 194 pp.

Kendall, M.G. and A. Stewart. The Advanced Theory of Statistics Vol. 3.
New York N.Y.: Hafner Press, 1975. 585 pp.

Lund, I.A. Map pattern classification by statistical methods. J. Appl.
Meteor. 2 1963, p. 56-65.

Overland, J.E. Hitchman M.H. and Y.J. Han A Regional Surface Wind Model
for Mountainous Coastal Areas PMEL/ERL/NOAA Tech Report (In Press)
1978

Putnins, P. The sequence of baric pressure patterns over Alaska. Studies
on the meteorology of Alaska 1st Interim Report Washington. D.C. Environ-
mental Data Service ESSA, 1966. 57 pp.

Reynolds, R.M. Hiester, T.R. and S.A. Macklin. Coastal Meteorology of the
Gulf of Alaska Icy Bay to Yakutat Bay. PMEL/ERL/NOAA Tech Report
IIn press) 1978.

Singh, S.V., Mooley D.A., and R.H. Kripalani Synoptic Climatology of the
Daily 700mb Summer Monsoon Flow Patterns over India. Mon. Wea. Rev.
106 1978 510-525.

Sorkina A.I. Tipy atmosfernoi tsirkuliatsii Israel Program for Scientific
Translations, Jerusalem 1963. pp. 247.

574



APPENDIX A

1. Subjective Subtype Patterns 1.0-6.0 (Hand Drawn)

2. Subjective Subtype Patterns 1.0-6.0 (Machine Drawn)

3. Percent of Occurrence and Transition Probabilities for Subtypes

4. Correlation Matrix Between Subjective Types
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TRANSITIONS FROM INITIAL TYPE TO FOLLOWING TYPE

Based on 12 Hourly Analyses 1968-1974
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TRANSITIONS FROM INITIAL TYPE TO FOLLOWING TYPE (Cont.)

Based on 12 Hourly Analyses 1968-1974
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APPENDIX B

1. Objective Patterns A-I (correlation cutoff = 0.8)

2. Objective Patterns AA-HH (correlation cutoff = 0.7)
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APPENDIX C

1. Local Wind Patterns for Subtypes 1.0-6.0.
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APPENDIX E

The Regional Meteorological Model Status Report

by

James E. Overland

September 1978
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A major limitation of pollutant trajectory modeling is the inadequate

specification of the local wind field at the spatial resolution necessary

to resolve wind drift. Typically, this is due to difficulty of estimating

nearshore wind fields directly from large scale synoptic patterns or widely

scattered and often unrepresentative wind measurements. Near the coastline

of Alaska topography and discontinuities in surface roughness and heating

give rise to significant mesoscale variations.

A numerical meteorological model has been developed for use in conjunction

with a field measurement program to ascertain the magnitude of mesoscale

modification and aid in determining regional wind patterns. A full description

of the model is given in the attached PMEL Technical Report (in press).

Within the context of its formulation, the model can be used to assess the

implications of changes in large scale flow, surface parameters, and assumed

dynamics on the wind pattern in a limited region. A major goal is the ability

to infer local winds and small scale spatial variations in wind fields from

the large scale flow pattern for locations where long term direct observations

are not practical.

The model chosen is an adaptation of one proposed by Lavoie which

consists of fairly general conservation statements for mass, momentum, and

heat. Lavoie treats the planetary boundary layer (PBL), typically 0.5 to

2 km deep, as a one layer, vertically integrated primitive equation model. The

model solves for the two components of horizontal velocity, boundary layer

height, and potential temperature throughout a limited region. Large scale

gesotrophic wind, surface elevation, temperature, and the stability of the

air in the layer above the PBL are specified as boundary conditions. Air

temperature and PBL height are specified along the inflow boundaries. The

local response is calculated by specifying smooth initial values of wind,
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temperature and PBL height and then time stepping the equations of continuity,

momentum, and heat conservation until an equilibrium state is obtained. The

system is free to estimate mesoscale wind variations caused by contrasts

in heating and roughness of land and water, modification of the down wind

environment by advection and channeling by topography. The equilibrium state

is considered to give the local winds which occur in conjunction with the

given large scale pressure pattern.

The model consists of only one layer processes which depend upon

vertical structure that cannot be directly resolved; however, the model

is well suited to estimating wind patterns in mountainous regions with

strong orographic control. For example, questions remain on the adequacy

of the model to represent sea breeze circulation without explicitly resolving

return flow aloft or katabatic flows that occur within a planetary boundary

layer.

The Puget Sound - Strait of Juan de Fuca region in northwest Washington

State was used as a test basin as a fairly comprehensive data set was obtained

for initial comparison. Complete description of three case studies is also

included in the Technical Report. In applying the model to Puget Sound it

was determined that the model was very well suited for studying the interaction

of inertia and orographic channeling; specifically the continuity balance

resulting from air coming into the basin from two directions and ability

to resolve mesoscale eddies shed by headlands. There were two shortcomings

of the model. The first is that air stability (the restoring force in the

model) is applied only at the top of the boundary layer. Several synoptic

situations consisted of continuously stratified conditions. These can be

simulated (as opposed to modeled) by a very shallow PBL with a strong jump

at the top. The other problem is treating open boundary conditions along

and edge that contains a land-water transition. The PBL height must be
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a priori along an open boundaryand it is not known ahead of time what the

PBL modification is for onshore flow. This problem was solved in part by

iteration. To resolve stable atmospheric cases, making the model more com-

plicated in terms of number of layers, adding mass entrainment across the top

of the PBL, etc., would have an adverse impact upon resolving the dominant

physics of channeling and treatment and initialization of open boundaries.

In summary, the model is very good at looking at certain dominant meteorological

features (which we think are important) but not all features. However,

more complicated models are not the answer to providing better winds as

certain meteorological processes cannot be effectively modeled simultaneously.

The first application of the regional meteorological model (RMM) to

Alaska was for the Icy Bay - Yakutat vicinity (Figure 1). It showed

extensive channeling over the mountains and a transition of the coastal

flow to the offshore geostrophically balanced winds. It was less successful

in explaining thermodynamically driven features and suffered from questions of

what were the appropriate boundary conditions along the eastern edge of

the model. About this time the format for the winds input to the trajectory

calculations were finalized. The region was all of NEGOA at a scale coarser

than the RMM. As the preliminary runs of the RMM were supportive of the general

conclusions of Reynolds (RU #367) on the offshore extent of the coastal

zone and the katabatic zone, further runs of the RMM were not necessary. Es-

tablishing these length scales was adequate spatial information on coastal

wind modification for the trajectory model.

Attention was then turned to applying the RMM to Kodiak Island and

Lower Cook Inlet (LCI). This has been accomplished. Figures 2 and 3 show

two arrow plots for two geostrophic offshore wind directions of 155° and

180°. Kodiak Island is in the lower part of the figure. Points denoted by
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Figure 1

an "x" imply that the ground elevation is higher than the marine planetary

boundary layer. The high steep mountains make an ideal location for the

RMM. Figure 2 has a piling up of air along the open coast and at the

entrance to Shelikov Strait (lower left). This causes channeling into the

Strait at a large angle to the incident wind from the southeast. The jet

formed at the eastern coast continues halfway into LCI under the influence

of inertia. Figure 3 has the incident wind rotated 25° to the south relative

to Figure 2. Flow in upper Cook Inlet. Figure 4 shows a sample arrow

plot for the Kodiak grid. It has many of the same advantages for the RMM

as LCI.

The RMM is at the stage for both LCI and Kodiak to be an aid in inter-

preting the field measurements with RU #367 in a comprehensive review of

LCI.
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Figure 2

Figure 3
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Figure 4
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ABSTRACT. The Mesoscale Numerical Model of the Planetary Boundary

Layer (PBL) which Lavoie applied to lake-effect snowstorms is

modified for maritime application in orographically dominated

regions along the west coast of the United States and along the

coast of southern Alaska. The model treats the PBL as a one-

layer primitive equation system solving for the two components

of horizontal velocity, boundary layer height, and potential

temperature throughout a limited region, subject to specifica-

tion of the large-scale geostrophic wind pattern and the stabili-

ty of the air above the PBL.

Experiments with a cross-section version of the model are performed

to assess the model's response to variable terrain, differential

heating, and differential roughness at the coast for a domain

containing both a flat coastal plain and low coastal mountains

such as the shore along Oregon.

The complete model is applied to three quite dissimilar synoptic

situations for the Puget Sound-Strait of Juan de Fuca system in

northwest Washington State. The model is specifically useful in

suggesting the dynamic and kinematic causes of the complex flow

patterns observed in each regime, particularly the relative role

of inertia and topography.
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1. INTRODUCTION

A major limitation of coastal marine meteorology is the inadequate

specification of the local wind field at the spatial resolution necessary

to resolve wind drift, local waves, and vessel or oil spill leeway.

Typically, this is due to the difficulty of estimating nearshore wind fields

directly from large-scale synoptic patterns or from widely scattered and

often unrepresentative wind measurements. Near the coastline, topography

and discontinuities in surface roughness and heating give rise to signifi-

cant mesoscale variations. For example, Figure 1 shows reported regions of

anomalous wind speed and direction along the Alaskan coast. The Alaska

region of the National Weather Service compiled Figure 1 from a survey of

the Coast Guard and other groups operating vessels in Alaskan waters.

Strong ageostrophic winds exist in the passes of the southeast Alaskan

coast and are attributed to channeling around islands. The open coast is

also subject to anomalous winds caused by high coastal mountains. Of particu-

lar importance are winds blowing off the land, called katabatic winds, forced

by the contrast of warm ocean temperatures and cold temperatures 50-100 km

inland. Further south, in the Puget Sound Basin of the State of Washington,

forecasters are aware of a quiet zone of reduced winds in the lee of the

Olympic Mountains. This zone changes location as a function of the offshore

wind direction. Sea breeze circulation is an additional example of coastal

modification.

This report documents a numerical meteorological model for use in

conjunction with a field measurement program to determine regional wind

patterns. Within the context of its formulation, the model can be used to

assess the implications of changes in large-scale flow, surface parameters,
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and assumed dynamics on the wind pattern in a limited region. A major goal

is the ability to infer local winds and small-scale spatial variations in

wind fields from the large-scale flow pattern for locations where long-

term observations are not practical.

We have chosen to adapt a model proposed by Lavoie (1972, 1974; see

also Keyser and Anthes, 1977) which consists of fairly general conservation

statements for mass, momentum, and heat. Lavoie treats the planetary

boundary layer (PBL), typically 0.5-2 km deep, as a one-layer, vertically

integrated primitive equation model. The model solves for the two compo-

nents of horizontal velocity, boundary layer height, and potential tempera-

ture throughout a limited region. Large-scale geostrophic wind, surface ele-

vation, temperature, and the stability of the air in the layer above the

PBL are specified as boundary conditions. Air temperature and PBL height

are specified along the inflow boundaries. The local response is calculated

by specifying smooth initial values of wind, temperature, and PBL height and

then time-stepping the equations of continuity, momentum, and heat conserva-

tion until an equilibrium state is obtained. The system allows estimation

of mesoscale wind variations caused by contrasts in heating and roughness

of land and water, modification of the down-wind environment by advection

and channeling by topography. The equilibrium state is considered to provide

the local winds which occur in conjunction with the given large-scale pressure

patterns. Since the model consists of only one layer, processes which depend

upon vertical structure cannot be directly resolved. For example, questions

remain on the adequacy of the model to represent sea breeze circulation without

explicitly resolving return flow aloft. However, the model is well suited
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to estimating wind patterns in mountainous regions with strong orographic

control.

We proceed with the formulation and initial testing of the model.

The Puget Sound-Strait of Juan de Fuca region in northwest Washington is

used as a test basin because there was a fairly comprehensive data set

available for comparison. Since the model is quickly dominated by complex

topography, several cases with simple geometry are included in Section 4 to

build confidence in interpreting more complicated results. The question of

the type and quality of large-scale pressure field input is also addressed

by comparison of hand-drawn analyses with machine-prepared analyses from

the National Meteorological Center.
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2. THE MODEL

The atmosphere is represented by three layers defined by changes in

the lapse rate of potential temperature, as shown in Figure 2. The layer

in contact with the surface is a constant stress or surface layer assumed

to be represented by a logarithmic velocity profile. The upper limit of

this layer is taken to be 50 m. Above the surface layer is the planetary

boundary layer (PBL), represented by vertically integrated values of veloci-

ty and potential temperature, capped by a density discontinuity, which para-

meterizes the restoring force of an inversion layer of stable air above the

PBL. The PBL layer, then, is the only layer which is explicitly modeled.

The model specifies four dependent variables: the PBL height, h, identified

with the inversion base in unstable or neutral stratification; the PBL

potential temperature, 0; and the two components of the vertically inte-

grated wind velocity within the PBL, v. The governing equations for conser-

vation of mass, momentum and heat result from vertically integrating the

primitive equations for the PBL, treating the lower atmosphere as a Bous-

sinesq system. Interactions with the surface layer and upper atmosphere are

parameterized. The resulting equations (see Appendix A) reduce to:
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The right side of the mass conservation equation (1) represents the

recruitment of mass into the PBL through entrainment of the overlying fluid

at rate E. The height of the top of the surface layer above sea level is

indicated by D, so that h-D is the local PBL thickness. In the momentum

equation (2), the second term is inertia; f is the Coriolis parameter; g

is gravity; [theta][subscript]o is a reference temperature; [arrow]v[subscript]+ is the velocity at the base

of the inversion layer (entrained into the PBL at rate E), and C[subscript]D is the

surface drag parameter. The temperature increase between the PBL and the

inversion layer is [delta][theta]. The air stability associated with the inversion is

thus modeled as a jump condition in density. F[subscript]i represents the uniform

pressure gradient associated with the background large-scale flow (the

major meteorological input to the model), while the next two terms consider

pressure gradients developed by the model induced by the local variations

in PBL height and temperature. In the absence of mesoscale variation, (2)

reduces to a geostrophic balance modified by surface drag. The right-hand

side of the heat equation (3) indicates that the PBL can be warmed by en-

trainment at the top of the PBL ([theta][subscript]+ being the temperature at the base of

the inversion) or by surface heating proportional to the difference between

the PBL air temperature and surface temperature, [theta][subscript]s.

The wind velocity [arrow]v is an average for the entire PBL. Since almost

all wind shear is confined to the surface layer, the model wind can be taken

as nearly equal to the wind at 50 m elevation. At this level the wind

speed is approximately 20% greater than the wind measured at the normal

anemometer height of 10 m. Corrected for height in this manner, the model

winds should correspond to 10-min averaged anemometer winds which are not

unduly influenced by surface features smaller than the mesh length of the

model for a well-mixed PBL.
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For domain sizes on the order of several hundred kilometers it is im-

portant to emphasize the gravitationally controlled circulation, which

requires specification of either boundary layer height or inflow velocity.

Along inflow boundaries over the ocean, we have chose to specify constant

PBL height, h[subscript]i, and air temperature [theta][subscript]i.  These values are held fixed for

all time. Inflow boundaries over land specify the PBL height and tempera-

ture as

h = h[subscript]i + aD , a = 0.5

[theta] =[theta][subscript]i  ( 4 )  (4)

subject to a minimum PBL height. This minimum is now 300 m. After the h

values are set by (4), they are smoothed twice by a 1-2-1 smoother to re-

move the influence of rapid variations in the ground elevation D. Presently,

the model needs to be rerun on a case-by-case basis adjusting the constant

"a" to minimize the influence of the open boundary on the height field at

interior points. The authors are currently experimenting with setting the

PBL height along inflow boundaries from the results of a 1-D model. At out-

flow boundaries we follow Lavoie by setting the PBL height and potential

temperature at their upstream values.
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3. DETAILS

3.1 Finite Difference Form

The chosen grid is a single Richardson lattice (Figure 3) in which

the two velocity components are staggered relative to the height field

and each other, with u and v components midway between height points along

the x and y axes respectively. This approach is optimal for gravity waves.

This lattice also eliminates overspecification of boundary conditions, a

difficulty with Lavoie's original formulation. The flux form of the ad-

vective terms maintains conservation of scalar quantities. Upstream values

instead of centrally averaged values for advected quantities are chosen to

maintain the transportive property, which guarantees one-way flow of infor-

mation.

3.2 Boundary Conditions

Specification of boundary conditions for limited area integrations of

the primitive equations is a formidable task. One advantage of the present

approach is that constant values on the boundaries can be specified, with

the integration run until all the ringing of the time-dependent modes is

frictionally damped.

628



Specifying the momentum flux through the open boundaries for the non-

linear advection terms in the momentum equations must be done with care,

since advection in a limited domain scale is significant. Several options

for inflow velocities were investigated, including specifying the laterally

homogeneous solution for the given geostrophic wind and drag coefficient.

This proved unsatisfactory because the imbalance between the boundary values

and the internal values influenced by orography caused severe geostrophic

adjustment problems throughout the model domain and resulted in large devia-

tions in the height field. Our final choice is to assume zero gradient con-

ditions on the velocity components at the inflow boundary. This assumption

results in determination of the values at the first interior point by the

local dynamic balance. This decision is consistent with the limited data

input available and the desire to resolve orographic control interior to

the model. Since upstream differencing is used for momentum advection,

only minor difficulties are encountered at outflow boundaries.

3.3 Flooding

In the presence of high mountains or low mean velocities, the top of

the marine inversion layer may actually intersect the topography. Interms

of the vertically integrated model, this is equivalent to forming an island.

In the cases studied by Lavoie it was not necessary to resolve this

feature, but it becomes important to resolve for Puget Sound and especially

for the high Alaskan coastal mountains. In the present model flooding is

accomplished by selectively removing a grid point if the PBL depth falls

below a preset value, and adding points if the surrounding PBL heights are

great enough to increase the PBL depth above a minimum. Since adding or

dropping points creates new internal boundary conditions, flooding in-

creases the relaxation time to steady state by a factor of three.
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3.4 Entrainment

Even in the absence of topography, determination of the PBL height is

a complex problem. For unstable boundary layers the height cannot be ex-

plicitly determined, but is governed by a rate equation which considers

free and forced convection, large-scale subsidence, shear instabilities,

and solar radiation. The importance of entrainment is problem-dependent

and we can suppose that it is more significant in the winter Gulf of Alaska

case with cold air outbreaks over warm water than for the Puget Sound case.

In our initial application to mountainous regions we will assume that

an oceanic PBL height can be specified a priori and, for the time interval

necessary for a parcel to flow through the domain of the model, that no

significant modification is contributed directly through entrainment, i.e.,

E is set to zero. Entrainment can be added to this type of model (Stull,

1976, for example), but represents a major complication and is of secondary

importance relative to the influence of large topographic features.

3.5 Initialization

The values of parameters and input conditions in Table 1 are used in

subsequent model runs.

The background large-scale pressure gradient, F[subscript]i., is calculated to

balance the specified geostrophic wind, V[subscript]g . The PBL height is initialized

by h[subscript]i and velocities are initialized by 70% of the geostrophic wind.
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4. SIMPLE EXPERIMENTS

In the sections to follow, complex topography dominates the flow field

through the overlapping influence of several mountains and land/water con-

trasts. These all contribute to local modification of the wind field. To

aid in interpretation of more complex results, this section describes sev-

eral experiments with simple topography, isolating particular physical

processes. The examples use a one-dimensional version of the model (i.e.,

north-south derivatives are set to zero) with the parameters given in Table 1.

Topography consists of either a flat coastal plain or coastal mountain 700 m

in elevation. The latter topography runs west-east and is roughly compara-

ble to a slice through the Coast Range and Willamette Valley in Oregon.

The total domain is large (300 km) to reduce the influence of the inflow

or outflow boundaries. The grid mesh is 3 km. While most of the conclu-

sions in this section can be derived from analytic solutions or scale analy-

sis, we take the numerical approach consistent with development of the 2-D

model.
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Figure 4a shows the simplest case of onshore flow for a flat coast-

line. Geostrophic wind approaches from 270° at 13.0 m/s with a boundary

layer height of 600 m and no land/water temperature contrast. Seaward,

the horizontally homogeneous solution matches the analytical solution for

a momentum integral (Brown, 1974) with the boundary layer wind 0.96 of

geostrophic and an inflow angle of 17°. Coastal influence begins near

the shoreline and, inland, results in a PBL height increase of 260 m and

a reduction in wind speed to 9.0 m/s. One measure of the relaxation dis-

tance for the flow to return to a near geostrophic-frictional balance is

given by the ratio of the magnitude of the inertia terms (uau/ax, etc.)

to the large-scale pressure gradient force (f[arrow]v[subscript]g). This ratio is given as

the top curve in Figure 4a; it is largest just landward of the coast and

is 0.1 inland a distance of 100 km. Near the outflow boundary the solu-

tion again fits Brown's solution with the increased drag coefficient over

land. For mass continuity in a 1-D model with no entrainment, the product

of the u-velocity component and the PBL depth must be constant through-

out the model domain. In the example of Figure 4a, conservation is satis-

fied to better than 0.2%.
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The importance of momentum advection is further illustrated by con-

trasting 4a with 4b. In Figure 4b, the same conditions are specified as

in 4a, except that the momentum advection terms are set to zero, leaving

large-scale and locally induced pressure gradients and friction as the only

forces. The seaward extent of coastal influence is much greater. The main

feature is a coastal jet induced by the rise in the PBL height of 14.5 m/s

from 226°, nearly a 65° change from the offshore direction. The second

main feature is a nearly complete frictional equilibrium landward of the

coastline. Clearly, in the absence of heating and mountains, inertia domi-

nates onshore flow resulting in almost no modification of the marine wind

until right at the coastline. The third example (Figure 4c) is a "sea breeze"

with a background geostrophic wind of 3.0 m/s from 290°. The land tempera-

ture is 291° K, 10° warmer than the ocean. The temperature equilibrates to

90% of the temperature contrast 100 km inland from the coast. There is

little variation in direction except for a delayed frictional turning inland.

The wind speed is maximum at the coastline in response to pressure gradient

induced by the land-water temperature difference. Continuity in this model

requires a lowering of the PBL height in the vicinity of the coast as a

result of the increased velocity; the resulting slope of the PBL height in-

fluences the winds 40 km seaward of the coast. An interesting feature is

the double peak in the magnitude of the inertia terms.
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Figure 5a shows an offshore wind for the same parameters as in 4a. There

is acceleration across the coastline with a maximum 6 km offshore. Accelera-

tion terms still account for 20% of the magnitude of the geostrophic term at the

limit of the model, 180 km seaward of the coast. Velocities over land are in

frictional equilibrium but they gradually increase offshore to a super-geostro-

phic magnitude of 14.6 m/s at a distance of 110 km from the coast. A gradual

decline is indicated near the limit of the model domain. For an overwater drag

coefficient of 1.5 X 10-³, the boundary layer has only begun to equilibrate

with surface friction within the model domain. One can project that coastal

influences of offshore flow extend seaward at least 300-500 km. This length

scale is further substantiated by the "land breeze" case shown in 5b, in which

the ocean is 10°K warmer than the land. The air temperature increases only 3°K

over a distance of 180 km. The contribution of the land breeze increase over

the background flow is of order 1 m/s, compared to the sea breeze-induced in-

crease of 3 m/s. The length scale for thermal equilibrium of a coastal tempera-

ture discontinuity is well beyond the domain of the model even for modest ad-

vective velocities on the order of 4 m/s.
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The case of a coastal mountain, Figure 6, shows onshore flow for three

options of offshore PBL height and no temperature contrast. Even for moderate

terrain the results are qualitatively very dissimilar to the flat coastal plain.

All three cases show similar patterns of a coastal influence zone that extends

from 50 km to 100 km offshore. The offshore transition is not gradual, but is

marked by a sharp front at the seaward limit as seen in the PBL height and mag-

nitude of the advective terms. Within this "offshore coastal zone" the winds

are reduced by as much as 40% with a minimum approximately 20-40 km offshore.

The winds veer to the southwest as they approach the coastline and accelerate

toward a minimum in the PBL height on the lee side of the mountain. They then

recover to a near-frictional balance within 50 km of the PBL minimum. Figure

7 shows the influence of the presence of the mountain on sea breeze circula-

tion (10°K land/sea temperature contrast). In this formulation the mountain

acts as an effective barrier to development and emphasizes the importance of

low-level valleys in the mountain range for the development of sea breeze

circulation. In addition to temperature contrasts, flows through valleys

would be enhanced by the high pressure/low pressure contrast on the windward/

leeward side of the ridge. Figures 8 and 9 show offshore flow and land breeze

for a low coastal mountain. Unlike the onshore flow case with constant fric-

tion on the lee side of the mountain, a pronounced minimum in the PBL height

does not occur when there is a reduction in friction on the seaward side of

the mountain. This case strongly contrasts with the offshore flow case for

flat topography in that there is virtually no variation in velocity seaward

of the coastline. In the land breeze case, the temperature contrast reinforces

the down slope flow resulting in a wind speed maximum of 9 m/s at the coast, re-

ducing to 4 m/s at 20 km offshore.
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Several important qualitative results can be inferred from the 1-D model

runs. First, the length scale for frictional and thermodynamic equilibrium

over water is several 100's of kilometers; this is consistent with observa-

tions of wintertime cold continental air outbreaks over the Atlantic Ocean

along the northeast coast of the United States. Second, in the vicinity of

discontinuities, advective effects are very important. Third, the presence

of even modest orography modifies the offshore flow pattern. One can antici-

pate that alongshore variations in topography are also important. Finally,

except for certain special cases, observations made right at the coast should

be, at best, only qualitatively similar to the offshore flow field.
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5. SIMULATION FOR PUGET SOUND - STRAIT OF JUAN DE FUCA

A matter of primary importance is the determination of the transport

mechanism of petroleum if spilled into the waters of Puget Sound and South-

east Alaska. Since winds have a sizeable effect upon surface drift, direct

measurements of winds over the water are being made as part of coastal

assessment programs. A goal of the regional meteorological model is to

extend the usefulness of these observational data sets and to enhance the

understanding of the mesoscale atmospheric response.

We have selected three generalized meteorological flow conditions for

the Puget Sound system, corresponding to typical summer and winter regimes.

In the summer months, anticyclonic flow around a well-developed semi-perma-

nent high pressure cell to the west of the region causes prevailing north-

west winds offshore along the western coasts of Washington and Vancouver

Island. Midwinter is characterized by a series of cyclonic storms with

strong winds from the southwest carrying warm moist air inland over West-

ern Washington. A frequent winter case is the lull between storms with

high pressure to the east of the region giving easterly winds along the

Strait of Juan de Fuca and relatively light winds elsewhere.
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5.1 Regional Description

The area investigated is comprised of Western Washington, the southern

end of Vancouver Island, and Southwest British Columbia. Major features are:

the offshore ocean, Puget Sound, and the Straits of Juan de Fuca and Georgia

(Figure 10a). This region spans the coordinates 121°W to 126°W and 46°N

to 56°N. Topographic data for the model were obtained from a master tape

at the National Center for Atmospheric Research (NCAR). The mesh is a

5-minute of latitude-longitude grid with an average elevation computed for

each square. The NCAR elevation data were smoothed in both directions with a

1-2-1 type smoother (Shuman, 1957). Figure 10b presents a view of the

smoothed topographic grid as seen from the southwest.

The Cascade Mountains form a north-south barrier to the east ranging

from a low elevation of 916 m at Snoqualmie Pass to a high of 4392 m at

Mt. Rainier, with an average height of 1800 m. The Olympic Mountains in

the center of the region rise gradually from the south and west to 2428 m

at the summit of Mt. Olympus, with an average height of 1600 m, descending

rapidly to the north and east. A significant area of higher elevation to

the south is the Willapa Hills 300-600 m high between the Columbia River

and the Chehalis River Valley. Vancouver Island is primarily mountain-

ous, with heights averaging 900 m, reaching 1200 m in several locations.
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This topography establishes one main north-south low level passage-

way extending from the Columbia River Valley through Puget Sound, and

two low level east-west passages between the central basin and the Pacific

Ocean, the Strait of Juan de Fuca and the Grays Harbor Inlet-Chehalis River

Valley. To the northwest, Puget Sound opens out into the San Juan Islands

and the Georgia Strait. The flat land to the east of Georgia Strait nar-

rows eastward as the Fraser River Valley.
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5.2 Data Sources

We wished to obtain a set of data which would adequately represent

the regional wind field during November and December of 1976 and January

of 1977. This set included routine meteorological station reports sup-

plemented by an array of recording anemometers at strategic locations.

Figure 11 and Table 2 provide station location, source and National

Weather Service station symbols. Teletype data for National Weather

Service Offices and Coast Guard Stations were obtained from the Ocean

Services Unit of the Seattle Weather Service Forecast Office. The Weather

Service Offices and ships from the northeast Pacific typically report

every 6 hours. The Coast Guard Stations usually report every 3 hours,

but most do not report during the night. Three MRI Model 7092 Anemometers

were set out by the authors. These yielded strip charts, which were con-

verted to 1-hour averages and plotted every 6 hours. Data from 3 vector

averaging anemometers in the Strait of Juan de Fuca were provided by

Jim Holbrook as part of the Puget Sound MESA project. It should be

noted that stations in Table 1 designated as 10-17 are well inland, and

thus local microtopography affects the air movement at these more than

at the shore stations, and are less indicative of the general flow.

Station wind reports were mapped every 6 hours from 0000 Greenwich Mean

Time (GMT) on November 27, 1976 to 1800 GMT on January 26, 1977. From

these regional maps, examples of typical weather events were selected.
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For each case selected, large-scale synoptic pressure maps centered

on Western Washington were prepared from North Pacific synoptic charts.

In addition objective sea level pressure analyses on the Limited Area Fine

Mesh Model (LFM) grid were obtained for the region from the National

Meteorological Center. Our intent is to compare the objective analyses

on the 160-km mesh to the hand-drawn charts to determine if LFM input is

adequate for the regional model.

Upper-air sounding data were available from Quillayutte (station) on

the Washington coast; weather ship PAPA located at 50°N, 145°W; SEATAC

airport, south of Seattle; and Portage Bay in Seattle.

The pressure analyses have pressure given in millibars, written out

on isobars to the units place and to the tenths place at stations

(deleting the first two digits), e.g. 236 = 1023.6 mb. Wind is given on

these maps as barbs (one full barb = 10 knots). On the local wind maps,

direction and speed are also given at stations, e.g. 3408 = wind from

true north direction 340, speed at 08 kn.
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5.3 Meteorological Case Discussion

Two basic regimes describe the general weather characteristics of

Decembers in Western Washington. As is typical of the latitude, a suc-

cession of frontal passages from the west, varying in number and intensity,

dominates the flow patterns providing strong winds from the southwest.

Between storms, high pressure builds up near the area, often in the con-

tinental interior, bringing clear skies and relatively low winds last-

ing for several days to a week or more. The fall and winter of 1976

were unusual in that a persistently recurring ridge of high pressure over

the northeastern Pacific at 500 mb, frequently extending almost to the

pole, allowed only an occasional weakened frontal passage through the area.

Surface high pressure associated with the 500-mb pattern, but displaced

eastward over the continent, dominated the Puget Sound Basin.
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A good example of this situation is 0000 GMT on December 1, 1976.

For several days prior to and succeeding this time, high pressure pre-

vailed over southeastern British Columbia, extending north and south

over the interior plateau (Figure 12). In the absence of topography,

widely spaced isobars would suggest a weak flow outward from the high

pressure center westward over the area. However, the local wind shown

in Figure 13 reveals a complex pattern with easterly winds at the coast

and calm or light northerly winds in the Puget Sound. A very interest-

ing feature is seen in the Strait of Juan de Fuca. In sharp contrast to

the weak and variable winds elsewhere on the inland waters, there is a

strong flow out the Strait, reaching 20 kn at Cape Flattery. This isolated

jet was reported on by Reed (1931) but is not specifically mentioned in more

recent literature. Associated with these low level wind vectors are tempera-

ture soundings over the area revealing a strongly stratified regime through-

out the planetary boundary layer. The SEATAC sounding for November 30,

1976 at 1610 GMT is shown in Figure 14. Lines of constant potential tempera-

ture are also shown indicating stable stratification throughout the boundary

layer.
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On the objective analyses from the National Meteorological Center, the

absence of horizontal air flow seen at 850 mb in Figure 15 for December 1,

0000 GMT contrasts with the surface pattern (Figure 16) which shows a light

pressure gradient east-west through the region in agreement with the hand-

drawn map. The spacing on the surface LFM map is 1 mb, approximately equiv-

alent to the 10-geopotential meter spacing of the 850-mb LFM map. The de-

coupling of the 850 mb and surface layer is consistent with the strong verti-

cal stratification observed at SEATAC. Stability restricts the flow to

regions below the mountain tops where the air is accelerated along the east-

west pressure gradient out through the Strait of Juan de Fuca and west

through the Cowlitz Valley south of the Olympic Mountains. The winds can be

explained as stronger in the Strait than along the southern Washington coast

because the down gradient acceleration is uninhibited by surface friction.

Another curious feature is that the winds in Puget Sound proper flow south in

the opposite direction to an inferred surface geostrophic wind. A second

example of winds under the high pressure regime is seen in Figures 17 and

18, where high pressure has built up rather rapidly between frontal pas-

sages. The local stations again reflect the widely spaced isobars with

easterly winds on the coast, calm in the Sound and acceleration along the

Strait of Juan de Fuca.
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Figure 19 shows the wind pattern generated by the model which cor-

responds to the December 1, 1976 case. While the boundary layer is not

well mixed as assumed in section 2, we considered that we could simulate

the forced channeling for the east wind case by assuming a very shallow

PBL in the model capped by very strong stability. Input parameters are

summarized in Table 3. The model was initialized by a geostrophic wind

of 4.8 ms-¹ from 144° and a low PBL height of 0.5 km as representative of

stable conditions throughout the lower troposphere. The major features are:

light winds in the central basin, weak easterly flow along the coast, and

accelerating easterly flow down gradient through the Strait of Juan de

Fuca, similar to Figures 13 and 17. As the flow in all channels is out of

the Puget Sound Basin, this case could not be run to steady state. In the

prototype the outflowing air is replaced by subsidence associated with the

synoptic high pressure. Subsidence is not included in the model to balance

the falling PBL height; Figure 19 is the model-estimated wind field when

the interior PBL height reached 400 m after 4 hours and was falling at a

constant velocity. To increase the resolution in the main area of interest,

the Strait of Juan de Fuca, the grid length was reduced to one half of its

previous value in the north-south direction, while the domain was also re-

duced to see if the model could be sectionalized (Figure 20). Good agree-

ment is obtained in the Straits. Contrary to the inferred flow from ob-

servations, at the east end of the Strait a more geostrophic flow is allowed

by not resolving the southern end of Puget Sound.
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The front that approached the coast at 0000 GMT, December 8, 1976

(Figure 21) turned into a cold front of respectable energy as the high

retreated far to the south. This case of even isobars and southwesterly

geostrophic flow is a good example of the typical situation before the pas-

sage of a cold front. From the local wind vectors (Figure 22), one first

notices that the flow is channeled by the Olympic and Cascade Mountains.

Winds over Puget Sound are stronger and more southerly than offshore. A

region of light winds is evident in the lee of the Olympic Mountains. There

is also general steerage of the flow along the axis of Georgia Strait, more

than a 90° deflection from the geostrophic wind. The December 7 1605 GMT

temperature sounding at SEATAC shows a relatively moist, deep, well-mixed

PBL with near-neutral stability (Figure 23). This is illustrated further

by the fact that the 850-mb flow is very similar to the surface flow on the

LFM maps (see Figures 24 and 25). The hand-drawn and LFM surface maps agree

well. Figures 26 and 27 for 0000 GMT, December 15, show an additional

example of strong winds from the southwest.
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The corresponding storm situation of December 8, 1976, is simulated by

a model run in Figures 28 and 29 for a PBL height of 1800 m and 900 m, re-

spectively. Geostrophic wind is 14.7 m/s-¹ from 251°. The overall wind pat-

tern for the observed PBL height (1800 m) is much smoother than that sug-

gested by observations. The lower height, however, shows the approximate amount

of detail. A relative eddy has formed at the east end of the Strait of Juan

de Fuca near Port Angeles to various degrees in both simulations. The PBL

height deviations show a gentle rise over the windward side of the mountains

with a pronounced lee wave trough on the downwind side of the Olympics and

Vancouver Island. With a low inversion height, increased winds flow through

the low point in the mountains of Vancouver Island and spill out over the in-

land waters. Observed winds in the east end of the Strait of Juan de Fuca

are less intense and more westerly than either model run suggests. It may be

that the position of the eddy and the magnitude of the pressure gradient that

develops along the axis of the Strait of Juan de Fuca are very sensitive to

the volume of air channeled through Puget Sound, which depends in turn on the

orientation of the offshore flow. Inflow along the southern boundary is not

handled satisfactorily by arbitrary specification of inversion height, especial-

ly at the land-water interface. However, this does not appear to unduly influence

the flow in the central basin.
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In the previous section it was noted that inertia plays a dominant

role in mesoscale circulations. In contrasting the two model runs, the

main differences are between allowing the flow to go over the mountain or

forcing it around the mountain. Since observations resemble more the case

with a lower inversion, perhaps the effective cross-sectional height of

the mountains is higher than the model-assumed average elevations; the

light stable stratification of the PBL shown in the SEATAC sounding may

contribute to increased channeling.

The front depicted in Figure 17 was the weakest of four crossing the

region in December 1976. For a day following the December 22 front and a

day following the December 8 front, a cell of high pressure existed off the

coast of Oregon and Northern California which brought strong northwesterly

winds through Washington as part of an anticyclonic circulation. Except

for temperature effects, this pattern is typical of summertime conditions

in the region. The hand-drawn pressure map of December 23, 1976, 1800

GMT shows a relatively uniform pressure gradient from offshore inland to

Vancouver, B.C. (Figure 30). The local anemometers (Figure 31) reveal the

effect of topography on a northwesterly geostrophic wind. Strong channel-

ing is indicated in the Strait of Juan de Fuca with variable winds in the

lee of the Olympic Mountains. It is interesting that for this case and

for December 9, 1976, 1200 GMT (Figures 32 and 33), there is a southerly

flow in the lower Puget Sound in the lee of the Olympics, but only on the

surface. Figure 34 shows the December 9, 1400 GMT, McChord AFB wind sound-

ing and the Quillayutte temperature sounding. The LFM maps (Figures 35 and

36) concur with the hand analysis in showing a northwesterly geostrophic flow.
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Figure 37 shows the model velocity field for northwest winds. Channel-

ing is indicated in the Strait of Juan de Fuca and especially in the Strait

of Georgia. Height deviations are less intense than for the southwest wind

case, although the velocity field indicates that the lee wave eddy is still

a major feature. A southerly tendency is indicated in the lower Puget Sound

trough where the flow is parallel to the pressure gradient below the ridge

crests.

In contrasting the wind and height fields for NW and SW winds, north-

west winds tend to flow fairly closely to the orientation of the ridge line.

Southwest winds funnel the flow into Puget Sound, but farther north inertia

carries the major volume flux (velocity multiplied by PBL depth) across topo-

graphic contours through the low points in the ridge crest. This cross-

contour flow induces a major local response in the height field and eddies.
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Appendix

DERIVATION OF BOUNDARY LAYER EQUATIONS

We shall write the equations of motion for deviation from a steady reference

state. If the reference state changes only very little with height, it is pos-

sible to use the Boussinesq approximation, but with potential temperature as

the thermal variable (Ogura and Phillips, 1962).

The momentum equation is:
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FIGURE CAPTIONS

Figure 1. Regions of anomalous winds as reported by vessels operating in

Alaskan waters.

Figure 2. Model-defined parameters of height, velocity and potential temperature.

In application y[similar or equal to]0 and [theta][subscript]H[similar or equal to][theta][subscript]+.

Figure 3. Staggered mesh for primary variables.

Figure 4a. Onshore flow with flat coastline.

Figure 4b. Onshore flow with flat coastline with acceleration terms set to zero.

Figure 4c. Sea breeze circulation with a flat coastline.

Figure 5a. Offshore wind with flat coastline.

Figure 5b. Land breeze circulation with flat coastline.

Figure 6a. Onshore flow with coastal mountain; offshore PBL =500 m.

Figure 6b. Onshore flow with coastal mountain; offshore PBL = 900 m.

Figure 6c. Onshore flow with coastal mountain; offshore PBL = 1500 m.

Figure 7. Sea breeze circulation with coastal mountain.

Figure 8. Offshore flow with coastal mountain.

Figure 9. Land breeze with coastal mountain.

Figure 10a. Location map for the Puget Sound Basin.

Figure 10b. Topographic grid used in the computations as viewed from the south-

west.

Figure 11. Location map for anemometer stations collected for December 1976 -

January 1977.

Figure 12. Sea level pressure analysis 1 DEC 76, 0000GMT.

Figure 13. Local wind observations 1 DEC 76, 0000GMT.

Figure 14. Atmospheric sounding for SEATAC 30 NOV 76, 1610GMT.

Figure 15. Objective analysis of 850-mb heights 1 DEC 76, 0000GMT.

Figure 16. Objective analysis of sea level pressure 1 DEC 76, OOOOGMT.
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FIGURE CAPTIONS (continued)

Figure 17. Second example of high pressure to the northeast of Puget Sound,

21 DEC 76, 1800GMT.

Figure 18. Local wind observations for pressure field shown in Figure 17.

Figure 19. Model run for east wind case.

Figure 20. Model run for east wind case with increased north-south resolution.

Figure 21. Sea level pressure chart 8 DEC 76, 0000GMT.

Figure 22. Local wind observations 8 DEC 76, 0000GMT.

Figure 23. SEATAC sounding 7 DEC 76, 1605GMT.

Figure 24. Objective analysis of 850-mb heights 8 DEC 76, 0000GMT.

Figure 25. Objective analysis of sea level pressure, 8 DEC 76, 0000GMT.

Figure 26. Second example of strong onshore flow from southwest, 15 DEC 76,

1800GMT.

Figure 27. Local wind observations for Figure 26.

Figure 28. Model winds for southwest flow with offshore PBL height of 1800 m.

Figure 29. Model winds for southwest flow with offshore PBL height of 900 m.

Figure 30. Sea level pressure chart, 23 DEC 76, 0800GMT.

Figure 31. Local wind observations, 23 DEC 76, 1800GMT.

Figure 32, Sea level pressure chart 9 DEC 76, 1200GMT.

Figure 33. Local wind observations 9 DEC 76, 1200GMT.

Figure 34. Temperature sounding at Quillayute (Washington coast) and McChord

AFB (Puget Sound) for 1200 and 1400GMT, 9 DEC 76.

Figure 35. Objective analysis of 850-mb heights, 9 DEC 76, 1200GMT.

Figure 36. Objective analysis of sea level pressure, 9 DEC 76, 1200GMT.

Figure 37. Model winds for northwest flow.
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Abstract. A linear diagnostic model was constructed to simulate the

Bering Sea circulation. Monthly mean wind stresses along with lateral

water mass exchanges were used as model-forcing functions. The numeri-

cal solutions obtained for the case of annual mean wind stress generally

agreed with an existing view about the cyclonic circulation of the sea

water. The solutions obtained for each twelve-month period, however,

revealed significant seasonal differences in both magnitudes and flow

patterns. Additional controlled experiments indicated that the winter

circulation regime was strongly influenced by wind stresses as well as

lateral water mass exchanges, whereas the summer circulation regime was

basically controlled by the latter. The model results also showed that

the circulation is strongly bathymetry-dependent.

1. INTRODUCTION

There is currently a significant focus of scientific interest on

the Bering Sea. This area has always been of particular concern to

investigators supporting fisheries research in both the United States

and Japan. More recently a large scale environmental Assessment program

sponsored by the Outer Continental Shelf office of the Bureau of Land

Management has concentrated attention on potential oil development areas

in Bristol Bay. This study contains a number of components covering many

scientific disciplines which require supportive circulation information.

Within the immediate future, planned expansion of the OCS study will

extend the investigations to the north, including most of the eastern

continental shelf area as far as Norton Sound and through the Bering

Strait. In addition to these studies, a second large scale study, PROBES
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(Productivity and Resources of the Bering Shelf), is being planned, which

will concentrate on the trophic level exchange in the incredibly rich

fisheries located along the shelf break; this ecologically based study

will also require circulation information.

Due largely to technical difficulties in oceanographic observations,

our present knowledge of the Bering Sea circulation is fragmentary. The

presently available observational data reveals only uncertain knowledge

of the surface current velocities and very little about the deep basin

circulation. Recently Arsen'ev (1967), Hughes et al. (1972) and

Takenouti et al. (1972) compiled rather extensive field data, and pro-

posed a number of alternative current schemes. Although they all shared

an existing view about the cyclonic circulation of the sea waters, they

disagreed in all the other respects: the number, location, size and even

the direction of rotation of gyres depicted.

In the present study we attempted to explore fundamental physical

processes of the sea using an oceanic general circulation model. A

number of oceanic general circulation models have already been developed

and have successfully simulated many of the observed large-scale features

of the ocean currents. We have begun our study by adopting one such

model (Semtner, 1974) in a simplified form.

Gurikova et al., (1964) carried out a numerical study of the Bering

Sea circulation using a linear diagnostic model. They assumed a flat-

bottomed, laterally closed basin, and thus investigated only a wide-driven

circulation. The model results, however, confirmed the presence of a

cyclonic circulation of the sea waters.
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Lately Bacon (1973) applied the barotropic model of Galt (1973) to

the Bering Sea, and examined a typical seasonal response of the western

deep basin circulation. He was also able to identify, by making a series

of controlled experiments, some of the important effects such as wind

stress, lateral boundary forcing, and bathymetry.

The Bering Sea studies above are essentially two-dimensional and do

not take into account the thermohaline component of the circulation. It

would seem that any serious attempt to simulate a realistic circulation

must eventually include the thermohaline effect. Accordingly, our main

effort has been to model the Bering Sea in a three-dimensional way. This

study is still in progress and will soon be published in part II of this

series of technical reports. Meanwhile we have constructed and tested a

two-dimensional diagnostic model as an initial step toward the three-

dimensional modeling efforts. We have applied this simple model to the

Bering Sea; this report reviews the model and its results. Section 2

contains a brief discussion of the mathematical model and the numerical

procedure, together with the model boundary conditions. The results and

their implications are discussed in sections 3 and 4.
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2. THE MATHEMATICAL MODEL AND BOUNDARY CONDITIONS
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Equation (15) is an inhomogeneous, linear, elliptic, second-order partial

differential equation for the stream function [psi] . For a given bathymetry

H ([lambda], ø) and a prescribed surface stress distribution [tau][superscript][lambda] ([lambda], ø) and

[tau][subscript]O[superscript]ø([lambda], ø), the stream function [psi] can be obtained by inverting the second

order differential operator. It is necessary to specify boundary con-

ditions for this inversion. If the domain is singly connected, an arbi-

trary value can be specified as the value of the stream function on the

boundary in general. However, the domain of [psi] will be a multiple connected

region whose boundary consists of a primary continent and several islands.
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On the chosen continent,[psi] can be held constant, but on the islands [psi]

must be obtained as a part of the total solution. In order to obtain

the [psi] on the islands, we use the method of "hole relaxation" by Takano

(1974). Since the surface elevation [eta] is a single valued function, a

line integral of v[eta] around the coast line of each island should vanish.

By applying this condition in integrating equations (7) and (8) around

each island, the following equation is obtained to predict the [psi] on the

island:

[FORMULA] (16)

In the above, the fact that [psi] is spatially constant along the coastline

eliminates any contribution from the Coriolis terms.

We solve equations (15) and (16) simultaneously by the "successive

over-relaxation method." It should be mentioned, however, that the highest

order terms in equation (15) involve a small friction parameter R, and

thus special care must be taken to maintain stability of the numerical

methods. This plus the numerical procedure for solving Equation (15)

and (16) will be discussed in section 2.3.

2.2 Surface Wind Stress and Open Boundary Conditions

Wind stress can be estimated by conventional drag law methods if

the surface wind is known. Unfortunately, wind measurements over the

Bering Sea are very sparse in space and time, since they generally come

from a handful of ship stations. Therefore, for the numerical models,
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wind stress is computed from surface pressure data. First, monthly mean

pressure data provided by the National Climate Center were interpolated

quadratically from a 5° x 5° grid mesh onto the model grid mesh of 2°

(long.) x 1° (lat.). The interpolated pressure data were then used to

estimate the geostrophic wind velocity, and the wind velocity at anemometer

height was obtained by multiplying the geostrophic wind speed by a factor Y

and changing the geostrophic wind direction by angle a (the constant Y

is .07: a is 19°). Strictly speaking, one should use synoptic maps in

estimating wind stress because the variable part of the pressure could

increase the wind stress estimate through the non-linearity of the drag

law. In fact, the studies by Aagaard (1970) and Fissel et al. (1977)

strongly suggest that the stress computed from the monthly mean pressure

could be easily underestimated by a factor of 2 or 3. On the basis of

this study, we multiplied the monthly mean stress by 3.0 for the model

calculation.

The annual mean wind stress was computed by averaging 12 months of

wind stress data. This is shown in Figure 1. The computed monthly mean

wind stress patterns for January through December are shown in Figures

2-13. The January map shows a typical winter pattern characterized by

the northeasterly stress associated with a strong high pressure center

over Siberia and low pressure center over the North Pacific Ocean. The

stress pattern in August, on the other hand, shows a very weak stress

over most of the sea and somewhat stronger southwesterly stress over

the southeast part of the basin. In general, the wind forcing in summer
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is weaker by one order of magnitude than in winter. This significantly

large winter-to-summer change in the wind stress might lead to large

annual signals in the resulting currents. Recent work by Kinder, et al.

(1975) has suggested that variations in the wind stress may result in

planetary wave patterns that control the current structure along the Bering

Sea shelf break. Although the present model does not include any such

wave dynamics in its steady state formulations, the time-dependent problem

is of considerable theoretical interest. For this reason the complete

annual cycle by months has been included. To the authors' knowledge the

analysis of these monthly mean pressure data to yield sequential stress

patterns is not available elsewhere; We hope that this effort will help

stimulate productive consideration of the more complete time-dependent

problem. In addition to stress fields, the model requires boundary con-

ditions.

At the open boundaries of the grid, estimates of vertically in-

tegrated transports were required. The model has four open boundaries

along the Aleutian - Commander Island Arc: Kamchatka Strait, Commander -

Near Strait, Central Aleutian Pass and Western Aleutian Pass. The Bering

Strait also modelled as an open boundary. The widths and depths of the

open boundaries are adjusted to match the observed bathymetry within the

limits imposed by grid resolutions. Integrated volume transport values

on the open sections are chosen from various estimates presently available.

It should be mentioned, however, that at the present stage there are many

uncertainties in transport estimates at the various passes.
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The chosen values of (annual mean) transports are given in Table 1.

A net transport of 18 sv (1 sv = 10[superscript]6m³/s.) outward through the Kamchatka

Strait is in close agreement with an estimate of 18.4 sv by Arsen'ev

(1967) and summer values (20sv) by Hughes et al. (1974). A net transport

of 14sv inward across the Commander - Near Strait, taken from Arsen'ev

(1967), is greater than an estimate (l0sv) by Favorite (1974) but less

than Hughes et al. (25sv). The total inflows through the Western and

Central Aleutian are based on the estimates made by Arsen'ev (1967). For

the Bering Strait, the total transport (lsv) outward was chosen from the

estimate (1.lsv) by Arsen'ev (1967).

2.3 Numerical Procedures

The basic equations (15) and (16) for the volume flux stream function

[psi] are solved numerically by finite-difference methods. The Bering Sea

domain is approximated by a collection of rectangles, each having horizontal

dimensions corresponding to increments [delta][lambda] and [delta]ø in longitude and latitude.

The boundary grid is chosen so as to best approximate the coastline (Fig. 14).

We write the basic equation (15) in a compact form using Cartesian

coordinates:
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Thus [psi] is defined at each grid point in terms of [psi] at four neighboring

grid points, each weighted by a factor related to the grid size, depth,

bottom slope and wind stress.

Approximating the differential equation (17) by the finite dif-

ference equation (19), we obtain a system of linear algebraic equations.

One efficient method of solving this type of equation is that of "suc-

cessive over-relaxation." For solution convergence, however, the matrix

of equation (19) must be diagonally dominant, i.e., the sum of the off

diagonal elements in any row of the coefficient matrix must be less than

or equal to the diagonal element in that row. The condition to be met

here is:
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Thus, three factors are critical in obtaining a converging solution:

bottom slope, friction coefficient and grid size. Clearly conditions

(21) and (22) can always be satisfied by making d small enough. In

practice, however, the number of iterations and the storage requirements

increase as d decreases.

Sarkisian (1976) recognized this difficulty and proposed an alter-

native; the "method of directional differences." We used this method

for the present study. The essence of the method is quite simple:

Depending on the sign of the coefficients, forward or backward finite

differences are used for the first-order derivatives in such a way that

diagonal terms possess the maximum weights. For instance, in Equation

(17), following Sarkisian's notation, we substitute the derivative with

respect to x by the directional difference relation in the following way:
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The computation of the stream function on islands remains to be

discussed. Rather than construct a finite difference version of equation

(16) directly, we use an indirect approach which is based on a finite-dif-

ference form of Stokes theorem (see Semtner (1974)). This theorem applies

to any area A covered by a collection of rectangles and having a peri-

meter P of rectangle edges. If arbitrary values of two fields q[subscript]1 and q[subscript]2

are defined at the corners of rectangles, the following can be shown

to hold:

711



To compute the value of the island stream function, a line integral

of equations (7) and (8) is reqired. The curl of those equations is al-

ready available in equation (25). By virtue of the Stokes theorem above,

we can equivalently take the area sum of equation (25). (We can arbitrarily

set the values of stress to be zero at the interior corners of rectangles,

then the area sum will pick up non-zero at the interior corners of rectangles

on the margin of the area.) The resulting area sum gives an algebraic

relation between the value of [psi] for an island and all the values of [psi] immediately

surrounding the island. This relation is solved simultaneously with

equation (25) at each grid point in the Bering Sea domain.
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3. RESULTS

Solutions were obtained first for the case of annual mean wind stress

(Fig. 1) and mean mass flux conditions (Table 1) specified at the open

passes. Solutions for each twelve-month period were also obtained, but

due to the lack of data, monthly variations of the lateral boundary mass

fluxes were not taken into account; an annual mean flux condition was used

in the calculations. Additional model parameters are given in Appendix B.

With the annual mean wind stress from the general direction of north-

east, contours of the stream function for the whole Bering Sea (Fig. 16)

show a strong cyclonic gyre in the western half of the basin, and a some-

what complicated but much weaker flow (less than 2 sv.) in the eastern

shelf region. More specifically, the Pacific Ocean waters entering through

the open passes along the Aleutian Islands chain first move eastward along

the Aleutians, and then turn northwestward along the shelf break to form

a broad cross basin flow. A little south of Cape Navarin this cross basin

current branches into two parts: the main part flows southwest, the second

part flows toward the Bering Strait. The southwest-bound current moving

parallel to Koryak Coast and Shirshov Ridge finally flows through the

Kamchatka Strait into the Pacific Ocean.

The mass transport vectors computed from Equation (12) and Equation

(13) for the annual mean case are shown in Figure 17. To show a clearer

picture of the circulation pattern in the deep basin, that portion was

magnified and is shown in Figure 18. The flow pattern, of course, is

consistent with the stream function field described above. It must be
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remembered, however, that the transport velocity vectors do not characterize

the motion of the water particles but give only a picture of the overall

water transport in the whole vertical column of the layer. In other words,

the actual current pattern at a certain level could be substantially dif-

ferent from the transport pattern. Nonetheless, the results obtained

are of definite importance for establishing the nature of the mean circu-

lation of the sea.

To illustrate the monthly average characteristics of the total current,

transport stream functions for January through December were calculated.

Judging from these maps, the average, longterm current in the deep basin

is basically cyclonic, which agrees with the annual mean case. There are,

however, significant differences in both magnitudes and flow patterns be-

tween the winter regime and the summer regime.

In the winter season, the flow in the deep basin is characterized by

three strong cyclonic subgyres. These subgyres are established in November

and retained through the winter months (November-March) reaching a maximum

strength in February (Fig. 19). The strong cross-basin transport along

the shelf break is another characteristic of the winter regime. It extends

from the southeast corner of the basin to the south of Cape Navarin. The

flow in the shelf region appears to be quite complicated; it even shows

an anticyclonic gyre in the Gulf of Anadyr. Unfortunately, due to a wide

coverage of pack ice over the shelf in winter, there are no field data

available to verify the model results. We might conjecture at most that

the flow under the ice sheet probably resembles the model result, but this

is not certain.
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The transition to summer is characterized by weakening of both the

subgyres in the deep basin and the cross-basin transport along the shelf

break. The subgyres completely disappear in May and reappear in October.

The pattern for August is seen in Figure 20. The deep basin circulation

becomes weaker and tends to confine itself in the vinicity of the source-

sink region as the season progresses. The seasonal differences of the

flow regime in the present study must be attributed to seasonal variation

of the wind stress since the model assumed a fixed mass flux boundary con-

dition. This was further investigated in a series of controlled experi-

ments; one with wind forcing only (fig. 21), and the other with a source-

sink only (Fig. 22). Evidently, the summer circulation closely resembles

the one with the source-sink only. This might indicate that the circu-

lation in summer, is primarily driven by the mass source-sink specified

along the boundary mainly due to the absence of strong wind. On the other

hand, the closed gyres of the deep basin in winter are direct consequences

of wind forcing, which showed up clearly in the experiment with wind forc-

ing only.
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4. SUMMARY AND SUGGESTIONS

The present diagnostic study attempts to establish a basis for a

three-dimensional prognostic modeling of the Bering Sea. The model

performances are very encouraging; a simple model such as this can be

valuable for exploring some fundamental physical processes in the Bering

Sea. The results obtained generally agree with the existing flow features

as inferred from the climatological hydrographic data. Seasonal char-

acteristics of the model flow, however, are yet to be verified with the

observational data.

Furthermore, the present study provides us with invaluable information

on the range of model parameters such as bottom topography, wind stress,

etc. This information has already been used in our initial calibration

of a three-dimensional model.

Based on the analysis of the present study, we propose a few sug-

gestions:

1) A numerical model with a finer grid resolution is needed to

handle the narrow passage along the Aleutian chain and to adequately resolve

the bottom topography of the sea. There is a strong indication that the

model flow depends upon the prescribed boundary mass flux conditions and

upon the details of bottom topography. Doubling the present grid resolu-

tion (100 X 100 km) should improve the results significantly.

2) A more accurate estimate of wind stress over the Bering Sea is

certainly necessary. The present study indicates a sensitivity of flow

features to both the intensity and the pattern of driving stress. For
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example, seasonal characteristics of the model flow are entirely due to

seasonal variation of the imposed wind stresses. Reliable synoptic pres-

sure maps are required in order to eliminate the use of stress multipliers

with mean pressure maps. (This has been under investigation and will be

reported elsewhere.)

The effect of seasonal variation of boundary mass flux on the sea

circulation must be taken into account in future studies. The controlled

experiment shows that the summer flow regime is very similar to that with

the boundary mass forcing only, thus indicating the importance of boundary

conditions in determining the summer regime. Future field work directed

toward measuring lateral boundary conditions will improve simulation of

the interior flow.

3) Finally, the two-dimensionality of the present model --probably

the weakest point of the model--allows only vertically averaged mass cir-

culations. These results, however, are difficult to verify with field data

obtained at a fixed level because there is usually a rapid variation of

magnitude and direction of the flow with depth in the real sea.

In order to simulate more realistic circulation in the Bering Sea,

three-dimensional modeling based on complete equations is necessary.
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Table 1.

Mass transport at open boundaries

Kamchatka Strait - 18sv.*

Commander - Near Strait + 14sv.*

Western Aleutian Pass + 4sv.

Central Aleutian Pass + lsv.

Bering Strait - lsv.

* - Outward

+ Inward
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FIGURE CAPTIONS

Figure 1. Annual mean wind stress (dyne/cm²) computed from 12 monthly
mean wind stresses

Figure 2. January mean wind stress computed from the monthly mean pressure
map

Figure 3. February mean wind stress computed from the monthly mean pressure
map

Figure 4. March mean wind stress computed from the monthly mean pressure
map

Figure 5. April mean wind stress computed from the monthly mean pressure
map

Figure 6. May mean wind stress computed from the monthly mean pressure map

Figure 7. June mean wind stress computed from the monthly mean pressure map

Figure 8. July mean wind stress computed from the monthly mean pressure map

Figure 9. August mean wind stress computed from the monthly mean pressure
map

Figure 10. September mean wind stress computed from the monthly mean pressure
map

Figure 11. October mean wind stress computed from the monthly mean pressure
map

Figure 12. November mean wind stress computed from the monthly mean pressure
map

Figure 13. December mean wind stress computed from the monthly mean pressure
map

Figure 14. Bering sea configuration and the finite difference approximation
of the Basin. Contours of depth are superimposed.

Figure 15. Location of variables in the horizontal grid

Figure 16. Annual mean mass transport stream functions. Contour intervals
are 2 sv ( ) and 0.2 sv (---)

Figure 17. Velocity vectors which correspond to Figure 16

Figure 18. Velocity vectors for the deep basin
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FIGURE CAPTIONS (cont.)

Figure 19. February mean mass transport stream function

Figure 20. Same as Figure 19 except for August

Figure 21. Annual mean stream functions computed with the annual mean
wind stress forcing only.

Figure 22. Annual mean stream functions computed with the prescribed
lateral mass source-sink only.
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APPENDIX G

Trajectory Model Listing

September 1978
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This appendix contains a listing
of the trajectory model used to generate
the trajectories presented in this report.
The code was designed by R.J. Stewart for
the NEGOA region and utilizes the environ-
mental library described in the main body
of the report.
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