
.. Ul:.(J- 4-tll Wt.U tl; jO l'Hi\ NU, I;:)UIC: 
COOPERATIVE EXTENSION SERVICE, UAF 
Community Development Program 

Chapter 4: Environmental Consequences-Altern: 2221 E. Northern Lights Blvd., Suite 132 
Anchorage, Alaska 99508-4143 
(907) 276-2433 Fax: (907) 277-5242 

weeks-on/on~-~eek-off ~hifts). Appro~imarely 1,250 indirect Alaska jobs 
would b6·antJc1patecl dunngtheop@ranon~phase·tY.SrBkM~a~lJ,.S.Anny~~-~~~----- -------
COE 1988). 

The overall population gain during the five-year construction period would 
be about 10,600 people in Alaska. During construction most of the populadon 
impacts would be concentrated along the corridor. Within two years following 
project completion most of this population gain would be lost. By the fifth year 
of TAGS operation it is anticipated that statewide population gain attributed to 
the gas line would be about 2,000 people (U.S. BLM and U.S. Anny COE 
1988). . ·, 

Rights-of-way for electric power distribution lines would be anticipated for 
about 190 miles along the Glenn Highway. At $40,000 to $~5,000 per mile of 
line, costs for constructing these two segments-could·amount to $9.5 million 
during the plan life. It is anticipated that these segments would be built over a 
number of years and most of the work would be done by Alaskan companies. 

Conclusion 

Excluding TAGS, output (sales) generated by ongoing BLM-permitted 
activities, BLM initiatives and casual use of BLM-administered lands would 
average about $55 million per year under Alternative A (see Table 10). The 
average annual wages and salaries generated by sales related to these activities 
would amount to about $28 million and would support an estimated 814 jobs 
per year (U.S. Forest Service 1985). Based on a 1988 average of 2.91 persons 
per household (Alaska Department of Labor 1990), these jobs would support an 
estimated population of 2,350 people in Alaska. 

Among the activities, mining and recreation use would continue· to 
contribute the most to economic output, jobs, wages, and-salaries. For 
example, these activities would provide jobs for 486 and 247 people, 
respectively. The combined wages and salaries of these two industries would 
provide approximately 90 percent of the average annual personal income 
generated by activities on BLM lands within the planning area. 
· . ::The popul~pf..the planniJ:tg ~·would remain rela~yetE;·,stable at or .. · :. : 

. near .. 8.44U:peopt~ith.abciut!.93Q ~pietlhousing uni~. (Alaska Depamnent 
of Lapor •1:990).,; About •12.8 percent of:the.;P9 ... ,~-pulation wit~-:me.-~~er Rtyer .. · 
~ce.nsus Subarea woukf~be Alaska N ativeta4d 54 percent would: be e. ; , , 
. Much, bu~. defini~t1lY not all ~fth~J()bs. wages. s~es,·and.pop~ation · ·' . 

. 1mpact~ would occur m the plannmg ~. <'Many of the Jpbs wouldpe held by._ .. ;.: · . 
people living and even some working in Anchorage, F~, the Mat-Su ;~.; · _, · 
Borou~ or other Alaska locations. This is especially trUe.for tblliihg, oil and 
gas acuvities. and construction activities for projects requi$1g s_pecial 

·equipment or expertise, work located at remote field CatlJPSf9r~mporary or· · , 
seasonal projects. . . .. · . . . · ,_, 1' 1: 1~. · · :.' 

. . As long as the pop'ulation remains fiUrly stable, additional d,einand for · 
facilities or services wo~ld be limited. The demandJor garbage1pick-up along 
major access routes. e~pecially the DenC~tli Highway:, would i~cre;35e along with 
increased recreation uS~Land the ~onstruction or upgniding of additional · ,; 
campgrounds, waysides·and.visitor attractions. BLM main~enance. operating ···~· 
and garb~ge pick~pp costs associated with new :QUM ~a~op facilities would 
be an esnmated $SO.OOO per year. No notable changeun state or~ocal revenues 
or expen~~es_ wo,uld be e:'-pecte:d: •. .v. ery liule c~anqe would be,~~xpected in the 
commumty s culturhl practtcest trad1tions, organtzattons, or structures. · · 

If the $10 billion TAGS project were to proceed, the plannittg area and the 
State as a whole w~ulq experience majbr socioeconomic impacts. The 
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Chapter 4: Environmental Consequences-Alternative A 

____ -~ _ -~- ~-~- __ -~-~ con~lusioJls_d~~crib_w_here_would_be_\'ecy_misleading_and_exttemely~- ________________ _ 
understated. Major changes well beyond those described above would occur to 
the area•s demographics. economics, demand for facilities and services, fiscal 
situation, and social characteristics. Estimates of these impacts have been 
described in the TAGS EIS (U.S. BLM and U.S. ACOE 1988) and could be 
added to the impacts described above. 

Soil, Water, and Vegetation 

Impacts from Fire Management 

Although the nwnber of acres burned annually by wildfire would vazy 
substantially from year to year, the annual average over the long term would be 
1,200 acres. Burning would cause rapid nutrient cycling and, because of 
deeper thawing and greater availability of nutrients, would change the 
vegetation cover. A greater variety of plant life and a different mosaic of 
vegetation types would appear following a bum. The productivity of the 
ecosystems should increase following a bum as the new vegetation would 
provide more usable products for animal and subsistence users. 

Some fire-dependent ecosystems which are in the fire plan's full 
suppression areas would begin to show signs of decadence. Vegetation types. 
in these ecosystems would continue to show modification if the lack of fire 
continues. The vegetation mat would continue to thicken, and pennafrost 
would occur closer to the surface. More and more of the available nuuients 
would be in frozen organics; productivity of forage plants would decline and 
these plants would become a minor pan of the vegetation composition. If 
allowed to go to the extreme, this vegetation would be uniform ground cover. 

Prescribed fire would be designed to change vegetative stage to improve up 
to 7,000 acres of moose habitat. Following the prescribed bum, vegetative 
diversity would be enhanced. Temporary loss of vegetative cover would cause 
a temporary increase in soil erosion and sedimentation in streams. 

Impacts from Forestry Management 

Harvesting trees for local consumption as (J.rewood, house logs, or saw 
timber would result in limited disturbances to soil, water, and vegetative 
resources. Commercial har.vesting dead or downed material and limiting heavy 
equipment use ·to conditions that protect the vegetative cover would have 
minimal effect on less than 40 acres during the life of this plan. Vegetation and 
sons also could be dishirbed by personal use pennits on up to 200 acres per 
year. 

Impacts from Grazing Management 

Grazing of less than 100 pack and saddle animals, primarily in the summer 
and fall, is not anticipated to cause any noticeable impacts to the soil, water, or 
vegetative resources. 

Impacts from Lands and Realty Management 

Anticipated total surface disturbance from disposal. use and occupancy 
would be about 660 acres. As the vegetation is removed and the surface is 
disturbed, soil loss per acre of disturbance would increase significantly until 
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------------------------c-onclusion-~-~------------------------------~----~~-~~-~~~---~~-~~--~-~--~~---

Excluding TAGS, output (sales) generated by ongoing BLM-pemtitted 
activities, BLM initiatives and casual use of BLM-administered lands would 
average about $56 million per year under Alternative B (see Table 15). The 
average annual wages and salaries generated by sales related to these activides 
would amount to about $28 million and would suppon an estimated 822 jobs 
per year (MICRO IMPLAN). Based on a 1988 average of 2.91 persons per 
household in Alaska (AK Dept. of Labor Population OvetView, 1990), these 
jobs would suppon an estimated population of 2,390 people in Alaska. 

Among the activities, mining and recreation use would continue to 
contribute the most to economic output, jobs, wages, and salaries. For 
example, these activities would provide jobs for 486 and 255 people, 
respectively. The combined wages and salaries of these two industries would 
provide approximately 90 percent of the average annual pernonal income 
generated by activities on BLM lands within the planning area. 

The population of the planning area would remain relatively stable at or near 
8,440 people with about 2,930 occupied housing units. About 12.8 percent of 
the population within the Copper River Census Subarea would be Alaska 
Nanve and 54 ~ent would be male. 

Much, but definitely not all of the jobs, wages, salaries and population . 
impacts would occur in·the planning area. Many of the jobs would be held by 
people living and even some working in Anchorage, Fairbanks, the Mat-Su 
Borough or other Alaska locations. This is especially true for mining, oil and 
gas activities, and construction activities for projects requiring special 
equipment or expertise, work located at remote field camps, or temporary or 
seasonal projects. 

As long as the population remains fairly stable, additional demand for 
facilities or services would be limited. TI1e demand for garbage pick-up along 
major access routes, especially the Denali Highway, would increase along with 
increased recreation use and the construction or upgrading of addidonal 
campgrounds, waysides and visitor attractions. BLM maintenance, operations 
and garbage pick·up costs associated with new BLM recreation facilities would 
be an estimated $40,000 per year. No notable changes in state or local revenues 
orexpenclitures would be expected. Very little change would be expected in the 
community's cultural practices, traditions, organizations, or structures. 

Hthe $10 billion.TAGS.project were to proceed, the planning area and the 
State as a whole would experience major socioeconomic impacts. The 
conclusions described here would be very misleading and extremely 
urlderstated. Major changes well beyond those described above would occur to 
the area's demographics, economics, demand for facilities and services, fiscal 
situation, and social characteristics. Estimates of these impacts have been 
described in the TAGS EIS (U.S. BLM and U.S. ACOE 1988) and could be 
added to the impacts described above. 

Soil, Water, and Vegetation 

Impacts from Fish and Fish Habitat Management 

Alternative B would offer greater protection of riparian vegetation and 
surface water quality by cpntrolling pennitted activities within 100 feet of 
anadromous streams, 100 feet of lakes and streams with priority resident fish 
habitat, and by restricting oil and gas drilling within 500 feet of lakes and 
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Average Annual Income :aad Employment Generated by Sa1es Related to co 
BLM- ennitted Activities, BLM Initiati"Yes, aud Casual Use on BLM-administered Lands (Alternative B) .. 

(J.J 

ota CXl 

WaJ: and Salal'ies Total 
Pro ram/Sector er 1 Sales obs 

BLM Budget (Government) 940 .3705 3~ 18.5594 17 co 
r-
:X 

New GovemmentFaciJities 1.500 .5197 m 14.3755 22 ::I> 
;::>":; 

F"areSu ro .3705 ]) 18.5594 1 I 
co 

Forest Management 110 5741 (i) 65.5399 7 
CXl 

Fish Management l) .9453 3) 27.7299 1 

· Hazmdous Materials Mana ement 10 .6127 10 19.6613 0 -
Lands and Realty Management a> .4652 10 12.8066 0 

Cool Development 0 .3817 0 14.9733 0 

Oil & Gas Deve 4780 .0885 420 1.6196 8 
"'"] 

Gold Mining 37,000 .5384 19.920 13.1430 486 :I> 
:X: 

Recreation Facilities Construction 110 .5197 00 14.3755 2 ::z: 
9 

Recreation VISitor Ex ndilureS 9240 .6430 5940 27.5958 255 co 
a 

Highway Realignment 830 .438S 36) 11.8162 10 
--..J 
N 
--..J 

Power Line Construction 9j) .5092 480 13.8466 13 0"1 
a 
N 
a 

Total 55.590 
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Chapter 4: Environmental Consequences-Alternative C 

Socioeconomics 

The socioeconomic impacts from forestry and leasable minerals would be 
similar to those described for Alternative B. hnpacts from other program 
management would be similar to Alternative A except as described below. 

Impacts from Recreation Management 

The change in emphasis within recreation management would gradually 
cause the value of annual recreation visitor use. exP.epditures (Table 19)· and total·. 
recreation project expenditures to be greater than with either Alternative A or B. 
Annual visitor expenditures would eventually re~h $ U..9 mllllon. Over the life 
of the plan, federal recreation project expendittu'eS would exceed $2.9 million. 
Estimated annual construction maintenance and operation also would increase to 
$460t000. 

enditures: Alternative C 

Activity Value ~er RVl> 
1 91 

Hunting 18.8 .$120.00 

F'LShing 44.7 129.00 

Camping 326.3 13.00 4.240 
AllO!hct 36.1 18.00 .65() 

Impacts from Rights-of-Way Management 

The estimated cost of opening a seasonal road from mile 49 on the Copper 
River Highway to the Richardson Highway via Tiekel Canyon (67 miles} 
would be $72 million. Annual maintenance costs woUld be an estimated $1.6 
million. Estimated annual average cost would be $8.8 million. This 
construction project would generate an estimated $3.6 million in personal 

. income and create 104 jobs in Alaska in addition to the other highway 
realignment projects. 

Conclusion 

Excluding TAGS. output (sales) generated by ongoing BLM·pennirted 
activities, BLM initiatives and casual use of BLM-administered lands would 
average about $68 million per year under Alternative C. The average annual 
wages and salaries generated by sales related to these activities would amount to 
about $34 million and would support an estimated 1,033 jobs (Table 20) per 
year (U.S. Forest Service 1985). Based on a 1988 average of 2.91 persons per 
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Table 20 
Average AnnuaJ Inc:ome and Employment Generated by Sales Related to 
BLM- ennitted Activiti BLM Initiatives, and Casual Use on BLM-administered Lands (Alternative C) 

oa 
Wa~ and Salaries Total 

Pro ram/Sector er I Sales Jobs 

BLM Budget (Government) S940 .3705 S350 18.5594 17 

New Government Facilities 1,500 .5197 7ll) 14.3755 22 

F"~re So sion m .3705 :n 18.5594 1 

Forest Management ~~ .5741 'j{) 65.5399 8 

Fish Management l) .9453 2) 27.7299 I 

Hazardous Materials Mana ement 10 .6127 10 19.6613 0 -
L!mds and Realty Management 2) .4652 10 12.8066 0 

Coa! Development 0 .3817 0 14.9733 0 

Oil & Gas De~ment 43780 .0885 420 1.6196 8 

Gold Mining 37.000 .5384 19.920 13.1430 486 

Recreation Facilities C<mslrucUon 4(i) .5197 240 14.3755 7 

Recreation Visitor itures 12920 .6430 8 10 27.5958 3S7 

Highway Realignment 9,630 .4385 4,220 11.8162 113 

Power Line Cons~n~etion 950 .5092 480 13.8466 13 

$68,430 $34,860 1,033 

11/21/91 

c 
[T 
c: 

I 

,l::: 
I 

(( 

:E 
[T 
c: 

(( -. 
u. 
(( 

0: 
r 
:::l 

::r: 
;;>" 

I 
(( -0: 

'"T 

::r: 
> 
::z 
s= 
a: 
c 
I'\ -.... 
0 
c 
I'\ 
c 

:-' 
c 



. DEC- 4-91 WED 9:39 BLM AK-918 FAX NO. 9072715020 P.OS 

Chapter 4: Environmental Consequences-Al.ternative ~ 

___ ,householriin-.Alaska.-(.AlaskaDepartment-ot"-Labor--1990),-these--jobswould -.- - - - - - -· - --
support an estimated population of 3,010 people in Alaska. · 

Among the activities, mining and recreation use would continue to 
contribute rhe most to economic output, jobs, wages, and salaries. For 
example, these activities would provide jobs for 486 and 357 people, 
respectively. The combined wages and salaries of these two industries would . 

-----------------~~~~~~-~--
recreation visitor expenditures would be greater than with e~ther Altemative A ot 
B. but construction and maintenance ofthe Copper River Highway would 
generate 10 percent of the personal income from BLM related/approved 
activities. . .. · 0 • • , 

0 
0 

0 

Much, but def'mitely not all of the jobs, wages, salaries and population · 
impacts would occur in the planning area. Many of the Jobs woUld be held by 
people living and even some working in Anchorage, Fairbanks, the Mat-S u 
Borough or other Alaska locations. This is especially true for mining, oil and 
gas activities, and construction activities for projects requiring special 
equipment or expertise. work located at remote field camps, or temporary or 
seasonal projects. 

Recreation use and corresponding demand for ~bage pick-up along major 
access routes, especially the Denali Highway, would increase by more than 
one-third following construction or upgrading of additional campgrounds, 
waysides and visitor attractions. BLM maintenance, operation, and garbage 
pick·up costs associated with new BLM recreation facilities would be an 
estimated $170,000 per year. No notable changes in state or local revenues or 
expenditures would be expected. As the local population increases along with 
increases in recreation use and touristQ. the cQmmunity's cultural practices, 
traditions, organizations, or structures would also probably chanJe. The 
population of the planning area and the number of occupied housmg units 
would probably increase by almost 30 percent. 

If the $10 billion TAGS project were to proceed, the planning area and the 
State as a whole would experience major socioeconomic impacts. The 
conclusions described here would be very misleading and extremely 
understated. Major changes well beyond those described above would occur to 
the area's demographics, economics, demand for facilities and services, fiscal 
situation, and social characteristics. Estimates of these impacts have been 
described in the TAGS ~IS (U.S. BLM and U.S. ACOE 1988) and could be 
added to the impacts described here. 

Soil, Water, and Vegetation 

Impacts from forestry, leasable minerals, and wildlife management would 
be similar to those described for Alternative B. All other impacts would be 
similar to Alternative A except as described below. 

Impacts from Fish and Fish Habitat Management 

Alternative C would offer greater protection of riparian vegetation and 
surface water quality by controlling permitted activities within 500 feet of lakes 
and streams. Less riparian vegetation would be disturbed; and sedimentation 
and turbidity would be' reduced in lakes and streams. Toxic pollutants from 
accidents or spills would be even less likely to reach lakes or streams. 
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Chapter 4 - Environmental Consequences - Alternative D 

Impacts would primarily occur from surface disturbing activities. Some 
re.creation activities such as_OHY~use, camping,ohunting, fishing,-andboating
could cause short to long-tenn changes in the line, fonn, color, or texture of the 
landscape as vegetation is removed, land fonns are changed, or structures are 
built. 

Socioeconomics 

The socioeconomic impacts from forestry, leasable minerals, and rights-of .. 
way management would be similar to those descri~ for Altem.ative B •• 
Impacts from other program management would be similar to Alternative A, 
except as described below, · . . 

. c 'l • 

•. 

Impacts from Recreation Management 

The change in emphasis within recreation management would gradually 
cause the value of annual recreation visitor use expenditures (Table 24) and total 
recreation project expenditures to be greater than with Alternative A, B, or C. 
Annual visitor expenditures would eventually approach $14.1 million. Over the 
life of the plan, federal recreation project expenditures would exceed $4.9 
million. Estimated annual maintenance would also increase more than with 
Alternatives A, B, or C. 

enditures: Alternative D 

Activity Value Ber RVD 
1 91 

Hunting 18.9 $120.00 $2,270 

Fishing 46.3 129.00 ,,970 

Camping 393.0 13.00 5,110 

All Other 18.00 740 

.Conclusion · 

Excluding TAGS, output (sales) generated by ongoing BLM-pennined 
activities, BLM initiatives and casual use of BLM-administered lands would 
average about $60 million per year under Alternative D (see Table 25) The 
average annual wages and salaries generated by sales related to these activities 
would amount to about $31 million and would support an estimated 934 jobs 
per year (MICRO IMPLAN). Based on a 1988 average of 2.91 persons per 
household in Alaska (AK Dept. of Labor Population Overview 1990), these 
jobs would support an estimated population of 2,720 people in Alaska. 

· Among the activities, mining and recreation use would continue to 
contribute the most to economic output, jobs, wages, and salaries. For 
example, these activities would provide jobs for 486 and 357 people, 
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Table 25 
Average Annual Income and Employment Generated by Sales Related to 
BLM- ermitted Activities, BLM Initiatives, and Casual Use on BLM-administered Lands (A,Iternative D) 

ota 
WaJes and Salaries Total 

Pro ram/Sector er I Sales Jobs 

BLM Budget (Government) $940 .3705 $350 18.5594 r7 

New Government Facilities 1.500 5197 700 14.3755 22 

FireSu ession ro .3705 :n £8.5594 I 

Forest Management 120 .5741 -;Q 65.5399 8 

FISh Management 2) .9453 ~ 27.7299 1 

Hazardous Malerials Mana enl 
.. 10 .6127 10 19.6613· 0 

Lands and Realty Management a) .4652 10 12.8066 0 

Coal Development 0 .3817 0 14.~733 0 
.• . 

Oil & Gas Deve 4,780 .0885.: 420 1.6196 8 . . 
Gold Mining 37,000 .5384 19,920 13,1430 • 486 . . 
Recreation Facilities ConslnJction 'liD • 5197" 410 14.3755 11 

~tion Visitor "ltm'.S 12 20 .6430 8 310 27.5958 3Sl 

Highway Realignment 830 .4385 300 11.8162 10 

Power Line Conslruction 950 .5092 48() 13.8466 13 
.. 

Total 59,950 31.110 934 \ 
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Chapter 4 m Environmental Consequences • Alternative D 

respectively. The combined wages and salaries of these two bidu'stries would 

--------_ -~-~~~--=~~J?&;~:M~~~~~btM~~fu'~~~:l'=r=~~~~-~ ~-~- ~ -- ~- -:----- ---- -- ~-- --
The population of t'te planning area and the number of occupied housing . 

units would probably increase by at least 10 percent. 
Much, but defmitely not all of the jobs, wages, salaries and population 

impacts would occur in the planning area. Many of the jobs would be held by 
people living and even some working in Anchorage, Fairbanks, the Mat-Su 
Borough or other Alaska locations. This is especially true for min~g, oil ~d 
gas activities. and construction activities for projects requiring special 
equipment or expertise, work located at.remote field camps, 'Or temporary or 
seasonal projects. _ 

Recreation use and correspondin~ detfland for garbage pick-up ·along 111~j_or 
access routes, especially the Denali Inghway, would increase by more than SO . 
percent following the construction or upgrading of additional campgrounds, 
waysides and visitor attractions. BLM maintenance, operation, and garbage 
pick-up costs associated with new BLM recreation facilities would be an 
estimated $290,000 per year. No notable changes in state or local revenues or 
expenditures would be expected. As the local population and number of. . . 
visitors increase, the connnunity's cultural practices, traditions, organizations, 
or structures would also probablf change. 

If the $10 billion TAGS proJect were to proceed, the planning area and the 
State as a whole would expenence major soc1oeconomic impacts. The 
conclusions described here would be very misleading and extremely 
understated. Major changes well beyond those described above would occur to 
the area's demographics, economics, demand for facilities and services, fiscal 
situation, and social characteristics. Estimates of these impacts have been 
described in the TAGS EIS (U.S. BLM and U.S. ACOE 1988) and could be 
added to the impacts described above. · · 

Soil, Water, and Vegetation 

Impacts from forestry, locatable minerals, mineral materials, coal, oil and 
gas development and wildlife management would be similar to those described 
for Alternative B. · 

Impacts from Lands and Realty Management 

Impacts to soils, vegetation and water might occur from land disposals and 
leases that result in an estimated 660 acres of disturbance. Impacts to those 
areas would be similar to that described in Alternative A. Up to an additional 
900 acres could be disturbed if PLO 5150 is revoked and 200,000 acres are 
conveyed to the State of Alaska. Settlement on these areas would cause 
vegetation to be removed, soil loss to increase, and nearby water quality to be 
affected 

Impacts from Minerals Management 

Impacts from leasable minerals would be similar to those described for 
Alternatives B and C, except that no surface disturbance would be allowed 
within 100 feet of lakes and streams instead of 500 feet. Lakes and streams 
would have less protection. 
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Chapter 4 - Environmental Consequences - Alternative E 

facility inventory would result in an increase of R VDs over that of Alternative 
A. The management prescrip_tions for fisheries wUdlif~ and their habitats would 

---eiiliance seimprlmitive recreation experiences by helping to ensure healthy 
populations: other activities also would positively effect those resources and. 
indirectly, recreation. The development of oil and gas, coal and other minerals 
and transponarion would have negative impacts over limited areas. 

Socioeconomic 

Socioeconomic impacts of Alternative E would be the same as those 
described for Alternative C except for coal development, recreatibn ·' 
expenditurest recreation facility construction and maintenance and operations of 
recreation facilities. Economic impacts of coal d~elopment would be the same· 
as those described for Alternative A. 

Impacts from Recreation Management 

The value of annual recreation visitor use expenditures "'and total recreation 
project expenditures would be greater than witth Alternative A, B, or C, but 
less than with Alternative D. Annual visitor expenditures would evenrually 
approach $13.2 million under Alternative E (see Table 29). Over the life of the 
plan, federal recreation project expenditures would be about $3.4 million. 
Estimated annual maintenance would be about $200,000. 

Table 2.9 
Annual Recreation Use and Ex nditures: Alternative E 

Activity Value rf RVD 1 1• . 

Hunting 18.9 $120.00 

, F'ISbing 44.7 129.00 

Camping 346.3 13.00 4,500 

AU Other 37.4 18.00 610 

Conclusion 

Excluding TAGS, output (sales) generated by ongoing BLM-pennitted 
activities, BLM initiatives and casual use of BLM-administered lands would 
average about $60 million per year under Alternative E (see Table 30). The 
average annual wages and salaries generated by sales related to these activities 
would amount to about $31 million and would suppon an estimated 941 jobs 
per year (MICRO IMPLAN). Based on a 1988 average of2.91 persons per 
household in Alaska (AK Dept. of Labor Population Overview 1990), these 

·jobs would support an estimated population of 2,740 people in Alaska. 
Among the activities, mining and recreation use would continue to 

contribute the most to economic output, jobs, wages, and salaries. For 
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Chapter 4 - Environmental Consequences - Alternative E 

facility inventory would result in an increase of R VDs over that of Alternative 
A. The management prescriptions for fi~heries wildlife and their habitats would 

~~ ~-~--~ ~ ~~~~-~~~enhance~eimprlmitive~recreation~experienceS"by~heiping~to~ens~hcalthy~-~-~ ~ ~~ ~~-~-~ -~ ~-~- :~ -~ ~ ~ -~ ~- ~--~ 

populations: other activities also would positively effect those resources and. · 
indirectly, recreation. The development of oil and gas, coal and other minerals 
and transportation would have negative impacts over limited areas. . 

Socioeconomic 

Socioeconomic impacts of Alternative E would be the same as those 
described for Alternative C except for coal development, recreation · · 
expenditures, recreation facility cons !ruction and maintenance and operations of 
recreation facilities. Economic impacts of coal d~elopment would be the same· 
as those described for Altemative A. 

Impacts from Recreation Management 

The value of annual recreation visitor use expenditures "'and total recreation 
project expenditures would be greater than witth Alternative A, Bt or Ct but 
less than with Alternative D. Annual visitor expenditures would eventually 
approach $13.2 million under Alternative E (see Table 29). Over the life of the 
plan. federal recreation project expenditures would be about $3.4 million. 
Estimated annual maintenance would be about $200,000. 

Activity Value Jf RVD 1 t· . 

Hunting 18.9 $120.00 $2,270 

; FIShing 44.7 129.00 5,770 

Camping 346.3 13.00 4,500 

All Other 37.4 18.00 670 

Conclusion 

Excluding TAGS, output (sales) generated by ongoing BLM-pennitted 
activities, BLM initiatives and casual use of BLM-administered lands would 
average about $60 million per year under Alternative E (see Table 30). The 
average annual wages and salaries generated by sales related to these activities 
would amount to about $31 million and would suppon an estimated 941 jobs 
per year (MICRO IMPLAN). Based on a 1988 average of2.91 persons per 
household in Alaska (AK Dept. of Labor Population Overview 1990), these 

·jobs would support an estimated population of 2,740 people in Alaska. 
Among the activities. mining and recreation use would continue to 

contribute the most to economic output, jobs, wages, and salaries. For 
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Table 30 
Average Annual Income and Employnaent Generated by Sales Related to . 
BLM- ermitted Activities, BLM Initiatives, and Casual Use on BLM-administered Lands (Alternative E) 

ota 

Pro ram/Sector 
WaJes and Salaries 

er $1 Sales 
Total 
Jobs 

BLM Budget (Government} 940 -3705 350 18.5594 fl 

New Govemmeat Facilities 1,500 5197 7ID 14.3755 22 

F"~reSu ression 8) .3705 l) 18.5594 1 

Forest Management lin .5741 'jQ 65.5399 8 

fish Management 2) .9453 l) 1:1.1299 1 

Hazardous Materials Mana ent 10 .6127 10 19.6613 0 

Lands and Realty Management l) .4652 10 12.8066 0 

Coal Development 200 .3817 8) 14.m3 3 
; 

Oil & Gas Deve ment 4 780 .0885 .. · 420 1.6196 8 

OoJdMiniug 37,000 .5384 19,920 13.1430 
. 

486 
, . 

Recreation Facilities CoiWIUCiion 540 • 5197: 2ro 14.3755 8 

Recreation Visitor 'lureS 13 10 .6430 8490 27.5958 364 

Highway Rea1ignment 830 .4385 36) 11.8162 10 

Power Une ConslruCiion 950 .5092 4S) 13.8466 13 
. . 

60.200 31.300 941 

. ' 
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Chapter 4 - Environmental Consequences - Alternative E 

example, these activities would provide jobs for 486 and 364 people, 
respectively.-The combined wages and-salaries oflnese two industries wouta · 
provide approximately 90 percent of the average annual personal income 
generated by activities on BLM lands within the planning area. 

The population of the planning area and the number of occupied housing 
units would probably increase by at least 10 percent. 

Much, but definitely not all of the jobs, wages, salaries and population 
impacts would occur in the planning area. Many of the Jobs would be held by 
people living and even some working in Anchorage, Fatrbanks, the Mat-Su · 
Borough or other Alaska locations. This is especially true for mining, oil and 
gas activities, and construction activities for projects requiring special 
equipment or expertise. work located a~ remote field camps, or temporary or 
seasonal projects. · ·· 

Recreation use and corresponding demand for garbage pick-up along major 
access routes. especially the Denali Highway, would increase by more than SO 
percent following the construction or upgrading of additional campgrounds, 
waysides and visitor attractions. BLM maintenance and garbage pick~up costs 
associated with new BLM recreation facilities would be an estimated $200,000 
per year. No notable changes in state or local revenues or expenditures would 
be expected. As the local population and number of visitors increase, the 
community's cultural practices, traditions, organizations, or structures would 
also probably cha~ge. . · 

If the $10 billion TAGS project were to proceed, the planning area and the 
State as a whole would experience major socioeconomic impacts. The 
conclusions described here would be very misleading and extremely 
understated. Major changes well beyond those described above would occur to 
the area's demographics, economics, demand for facilities and services, fiscal 
situation, and social characteristics. Estimates of these impacts have been 
described in the TAGS EIS (U.S. BLM and U.S. ACOE 1988) and could be 
added to the impacts described above. 

Soil, Water, and Air 

Impacts from Lands and Realty Management 

Limited impacts to soils, vegetation and water might occur to those parcels 
under permit or leaseL Lands. transferred from public management by 
disci-eilonary' ex-chaftges nught. be subject to looser restrictions concerning soils, 
vegetation and water and additional negative impacts could occur. 

I I •,..'" 

Impacts . from Minerals Management 

Adding a stipulation to pennits that lirrrlts activities to areas olless than 30 
percent slope would reduce the potential for soil disturbance on these sites. 
Limiting activities to prescribed distances from water bodies reduces possible 
impacts to soils and vegetation. Placing no surface occupancy restrictions on 
areas with high visual or cultural values and the non-Wild and Scenic River 
portions of the Delta and Gulkana River SRMAs also would positively affect 
soil, vegetation and water. · 

See Appendix L for a detailed scenario of how coal development at Jarvis 
Creek might occur. If it is open the soils, vegetation and water of the area could 
be damaged. during mining and the associated consttuction. During the life of 
rhe mine, several hundred acres of vegetation would be affected by the project. 
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Preface 

When Wassily Leontief published his "Quantitative Input
Output Relations in the Economic System of the United States" 
in Tlze Review of Economics and Statistics (August 1936), he 
launched a quiet revolution in economic analysis that has steadily 
gained momentum. That the article, which represents a turning 
point in the development of economic thought, did not at first 
attract wide attention was partly a matter of timing. The nations 
of the free world were in the midst of the Great Depression. And 
John Maynard Keynes had just published his General Theory of 
Employment, Interest, and Money, a treatise that immediately 
attracted worldwide attention since it was focused on the prob
lem of chronic unemployment in the capitalist economies of 
that day. 

Unlike Keynes, Leontief was not concerned with the causes 
of disequilibrium in a particular type of economic system during 
a particular phase of its development. He was interested in the 
structure of economic systems, in the way the component parts 
of an economy fit together and influence one another. Leontief 
fashioned an analytical model that can be applied to any kind of 
economic system during any phase of its development. As he 
himself noted, input-output analysis is above all an analytical 
tool. It can be used in the analysis of a wide variety of economic 
problems, and as a guide for the implementation of various kinds 
of economic policies. 

Input-output analysis is a branch of econometrics, and the 
technical literature in the field draws heavily on the arcana of 
mathematics. For the beginning student of economics, and per
haps even for some professional economists, the mathematical 
nature of the literature has been a barrier. The present book 
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covers the essentials of input-output analysis entirely in non-
mattiFmatical terms, although a certain amount of arithmetic is 
used'1to illustrate various steps in the analysis. For those who are 

II 
inter~sted, the last chapter includes a description of the model in 
elementary mathematical terms and the rudiments of matrix 

'I 
algebra needed to understand the description. The final chapter is 
largejy independent of the remainder of the book- it can be read 
first br last, or it can be ignored entirely if one is content to 

•I 

accewt some of the conclusions reached in earlier chapters with-
out a\mathematical demonstration. 

It ~hould be emphas.ized that this volume deals with input-output 
anal)jsis rather than with the statistical problems involved in the 
cons~ruction of an input-output table. It is designed to give the 
read~r an understanding of how the input-output system works; it 
is no( a guide to the construction of an interindustry transactions 
table.l 
~9~t of this book deals wi~h a static, open input-output model. 

Th1s 11s the model upon wh1ch the 1947 tables for the United 
State~ were based. These tables were published by the Bureau of 
Labot Statistics of the U.S. Department of Labor and have been 
descrybed in detail by W. Duane Evans and Marvin Hoffenberg 
in "ljhe Interindustry Relations Study for 1947 ," The Review 
of Ecfnomics and Statistics (May 1952). A more recent input
outp~t study, based on 1958 data, has been completed by the 
Officc:; of Business Economics of the U.S. Department of Com
mere~. A report on this study has been published by Morris R. 
Goldman, Martin L. Marimont, and Beatrice N. Vaccara in 
"The 1

1 Interin~ustry Structure of the United States," Sun•ey of 
Curre

1

nt Busmess (November 1964). The major difference be
twee~ the 1947 and 1958 studies is that the latter has been 
integrytted, both conceptually and statistically, with the national 
inco1e and product accounts regularly published by the U.S. 
Depapment of Commerce. 

Th, _present volume _is a c?mplete. revision and a substantial 
expan,s10n of my earlier Pmner of Input-Output Economics 
publisred by the Bureau of Business and Economic Research, 
Northeastern University, in 1957. I am grateful to the administra
tion qf Northeastern University for permission to use copy
rightd:l material from this publication. Thanks are also due the 

n Prefa ... .:: vii 

Harvard University Press for permission to reproduce an illus
trative table from the November 1951 issue of the Review of 
Economics and Statistics. 

Parts of an earlier draft were read by Professors Walter lsard 
of the University of Pennsylvania, Charles M. Tiebout, of the 
University of Washington, and David Rearick, a former colleague 
at the University of Colorado. I am grateful for their helpful and 
encouraging comments. The entire manuscript of the. earlier draft 
was read by Professor William Letwin of M.I.T. and by two of 
my graduate research assistants, Mr. John H. Chapman,Jr.,and 
Mr. Kenneth Shellhammer. I wish to thank them for a number of 
helpful editorial and substantive suggestions. Finally, it is a 
pleasure to acknowledge the efficient secretarial services pro
vided by Mrs. Mig Shepherd and Mrs. Suzanne Roberts. Need
less to say, l alone am responsible for any errors or omissions 
that remain. 

Boulder, Colorado WILLIAM H. MtERNYK 

Janumy, /965 
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1 Introduction 

Approaches to Economic Analysis 

The first writers to treat economics systematically- Adam 
Smith and his immediate successors-dealt with the economy as 
a whole. In today's terminology they were concerned with 
macroeconomics. Later economists, notably Alfred Marshall 
and his followers in the Neo-classical school, focused upon the 
household and the firm. They inaugurated the era of micro
economics which led to Chamberlin's theory of monopolistic 

0 

competition and Mrs. Robinson's theory of imperfect competition. 
The Neo-classical economists and their successors analyzed the 
forces which result in economic equilibrium, but their approach 
was that of partial equilibrium, or the method of examining "one 
thing at a time." 

During the 1930s, under the influence of John Maynard Keynes, 
there was a revival of interest in aggregative economics. Keynes
ians drew on the work of both Classical and Neo-classical 
schools. Like the latter, they were concerned with the forces 
which result in equilibrium or disequilibrium, but they returned 
to the Classical tradition in their emphasis on the economy as a 
whole. The Neo-classical economists had devoted much of their 
attention to the theory of value- examination of the forces which 
determine prices under given market conditions. The Keynes
ians, however, were primarily concerned with the determinants 
of income and employment. Their system was based on broad 
aggregates: total employment, total consumption, total invest
ment, and national income. Keynesian economists showed how 
these variables are related to one another, and how changes in 
one affect the rest. They were much less interested than the Neo
classical economists in examining the effects of a change in one 
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variaple on the assumption that all others remained fixed. In this 
sense the Keynesians were concerned with general rather than 
parti~l equilibrium. But neither the Neo-classical economists nor 
the Keynesians were directly concerned with economic inter
depehdence, with the structure of the economy and the way in 
which its individual sectors fit together. 

Economic Interdependence 

There were departures from the developments of economic 
thought discussed in the preceding section, and some of these 
cam~. quite. early. In 1758, for example, Fran~ois Quesnay 
pubh~hed hts Tableau Economique, a device which stressed the 
interdependence of economic activities. Quesnay's original 
Tabl~au depicted the operation of a single establishment, a farm. 
It showed graphically the successive "rounds" of wealth
producing activity which resulted from a given increment in 
outp~t: In this sense it was a forerunner of modern multiplier 
analysis. Later Quesnay published a modified version of the 
Table,au which represented the entire economy of his day in the 
form of circular flows. While this is an interesting early attempt 
at m~croeconomic analysis, the notion of interdependence is 
better expressed in his earlier version. I 
Th~ next link in this chain of development did not come for 

more than a century. In 1874, Leon Walt·as published his Elements 
d'eco~wmie politique pure. Walras, like other economists of his 
time, was largely concerned with the question of price determina
tion .. Unlike his contemporaries, however, he was interested in 
the silnultaneous determination of all prices in the economy. His 
mode1 con~isted of a system of equations- one for each price to 
be dt;termmed. Thus he made the transition from partial to 
genert1l equilibrium. 

1 
For an excellent discussion of Quesnay's work, with illustrations, see Philip 

Cha~le~ N~wman, Tire Development of Economic Thought (Englewood Cliffs 
N.J.. P~e~trce-H~II, Inc., 1952), pp. 34-40. An ingenious translation ofQuesnay'~ 
Tablea~ .mto an mpu~-output model is given by AI marin Phillips in "The Tableau 
Econon;uque as a S1mple Leontief Model," Quarterly Journal of Economics 
LXIX (Februa~ 1?55), 137-44, reprinted in James A. Gherity, Economi~ 
Thougf!t, A HIStol'lcal Anthology (New York: Random House 1965) pp 
150-5K ' ' . 
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Wah·as' interest was not limited to the general equilibrium ~f 
exchange, however; he was also interested in the general equi
librium of production. In his theory of production Walr~s ma~e 
use of "coefficients of production." These were determmed, m 
his view, by technology, and they measured the quantities of 
factors required to produce a unit of each kind of finished goods. 
Thus in the Walrasian system all prices are determined- those of 
the factors of production as well as the prices of finished goods.

2 

The model developed by Walras shows interdependence among 
the producing sectors of the economy, and. the co~npeting deman.ds 
of each sector for the factors of production. Hts system also 111-

cludes equations representing consumer income and expenditure, 
and it allows consumers to substitute the products of one sector 
for those produced by others. It also takes into account costs of 
production in each sector, the total demand for and supply of 
commodities, and the demand for and supply of factors of 

production. . . 
Walras who was a skilled mathematician, cons1dered h1s 

system a' purely theoretical model. He believed that even i~ the 
data were available to implement his model, the computational 
problems would be formidable if not insurmountable. This view 
is understandable since only rudimentary statistics were avail
able at the time Walras wrote, and he could not, of course, foresee 
the development of high-speed digital computers which are now 
able to handle much more complex systems than the one Walras 
developed. 

Other economists-notably Gustav Cassel of Sweden and 
Vilfredo Pareto of Italy-contributed to the theory of general 
equilibrium. But the culmination of the work started by Quesnay 
came in the 1930s when Professor Wassily Leontief of Harvard 
developed a general theory of production based on the n~tiot~ of 
economic interdependence. An equally important contnbutton 
was made by Leontief when he gave his theory empirical content 
and published the first input-output table for the American 
economy.3 

zsee "Hicks on Wah·as," in Henry William Spiegel (ed.), Tire Development 4 
Economic Thought (New York: John 'Yiley ~ S~ms, .1 nc.:. 1952) •. PP; 581-91. 

3Leontief's basic ideas were first published rn h1s art1cle Quantitative Input· 
Output Relations in the Economic System of the United States," Tlr~ Review c~f 
Economics and Statistics, XVIII (August 1936), 105-25. These 1dcas were 
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Le9ntief's original table showed how each sector of the econ
omy 'tlepended upon every other sector, but it was still highly 
aggrekated. The subsequent development of high-speed electronic 
com~~ters -and of efficient computational methods- permitted 
a great deal of disaggregation. Large tables have since been pub
lished representing the economy in considerable detail. 

lnp'ut-output or interindustry analysis is an important branch of 
econqmics today. The input-output method has spread rapidly 
throughout the world. Input-output tables have been prepared 
for at] least forty national economies, and the number of regional 
and s111all-area input-output tables has grown at a rapid rate. 

The input-output method is widely used as an analytical tool 
in hi~hly developed economies-both those which engage in 
econqmic planning and those which rely primarily on the market 
mechanism for the allocation of resources and distribution of 
inconie. More recently, a number of underdeveloped nations have 
turned to this new and powerful technique as a guide to important 
policy decisions. 

As indicated above, not all input-output studies are conducted 
at the level of the national economy. In the United States, in 
particular, there has been a rapid growth of small-area input
output studies. Some models deal with a single region, but 9thers 
are interregional in character. Some deal with single communities; 
others compare a number of communities. Some are primarily 
concerned with a single sector, such as agriculture or mining, but 
others are small-scale versions of the national models. 
Wh~re does input-output analysis fit within the larger body of 

econdmics? Broadly, it is part of economic statistics. More 
precis:ely, however, it is part of econometrics- that branch of 
economics which is a blend of theoretical, mathematical, and 
statistkal analysis. Most of the literature dealing with this 

expand~d in ot~er journal m:ticles. and in 1941 Leontiefs flrst book on input
output economiCS was published under the title The Structure of American 
Econo1~1y, 1919-1929. An expanded version of this book, covering the period 
1919-1939, was published by Oxford University Press in 1951. The results of 
more recent research, including a discussion of dynamic and regional input
output 'models, are presented in Wassily Leontief and others, Studies in the 
Structure of the American Economy (New York: Oxford University Press. 
1953). For a comprehensive list of other contributions through I %3, see Char
lotte E: Taskier, Input-Output Bibliograpl1y, 1955-1960 (New York: Uniled 
Nation~, 1961), and Input-Output Bibliography, 1960-1963 (New York: United 
Nations, 1964). 
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relatively young field is couched in abstract mathematic~tl lan
guage. Simplified expositions dealing with part of th~ techmque
usually a basic transactions table-have become fm~·Jy ~ommon. 
But the student who is interested in a comprehenstve mtroduc
tion to the subject has to wade through rigorous mathematical 

formulations. . 
The purpose of this volume is to pres~nt a n~nmath~ma~tcal 

exposition of the input-output system usmg a hrghly sunp_ltfie_d 
illustrative example. A large input-output table, or matnx, .'s 
quite complicated, and not ideall_y s~ited for. classroom dts
cussion. On the assumption that tt wrll be easrcr to teach the 
fundamentals of this method by a simpler approach,an abbreviated 
and simplified hypothetical input-output table has been con
structed. The meaning of this table is easier to explain than that of 
the larger tables which have been published. !~e h~pothetical 
values inserted in the table may not be realtsttc (smce small 
numbers were selected to facilitate exposition), but in other 
respects the table is an accurate representation of an a~tual 
input-output matrix. The reader who learns to follow the drrec
tions given for this hypothetical table can easily t~rn to a~ act~al 
table and understand its meaning without further mstructron. For 
those who wish to go on, an introduction to the rudiments of the 
mathematics used in input-output analysis is given in Chapter 7; 
concise symbolic formulation is also included in that chap~er. 
With this background, the student can proceed to more technrcal 
treatments such as those given by Chenery and Clark in their 
estimable Interindustry Economics,4 the basic works published 
by Leontief and his associates, and the excellent ~md detailed 
description by Evans and Ho1fenberg5 of how an mput-output 
table is put together. 

The following chapter deals with the transactions table- the 
basis of all input-output analysis-and the coefficients whi_ch_ are 
derived from this table. Later chapters cover more specmltzed 
topics, including the application of the input-output method to 
a variety of economic problems. 

4 Hollis B. Chcnery and Paul G. Clark, Interindustry Economics (New York: 
John Wiley & Sons, Inc., 1959). . . 

5W. Duane Evans and Marvin Holl"enberg. "The lntcnndustry Relations 
Study for 1947," The Review of Economics and Statistics, XXXIV (May 1952), 
97-142. 



Input-Output Analysis 

The basis of Leontief's analytical system is the input-output 
table. This table shows how the output of each industry is dis
tributed among other industries and sectors of the economy. At 
the same time it shows the inputs to each industry from other 
industries and sectors. A hypothetical input-output or transac
tions table is illustrated by Table 2-1. This table, which appears 
on page 9, will be referred to frequently in the chapters to follow 
and has therefore also been reproduced on a tear-out page at the 
back 0f the book. (The same applies to Tables 2-2 and 2-3.) The 
illustrinive table is highly simplified, in that only six hypo
thetical industries are included, but it is realistic in other respects. 
An actual input-output table may include from 50 to 200 indus
tries, depending upon the degree of aggregation desired. Data 
were collected by the Bureau of Labor Statistics to make up a 
500-industry table in the 1947 study, although the table itself 
was not published. 

Some advantage is gained by disaggregation; that is, by having 
a det~iled breakdown of industries and sectors. If an input
output table is to be used for forecasting, for example, a detailed 
indust'rial classification would reveal where bottlenecks might 
occur;during the expansion of production. There are times, how
ever, when it is useful to consolidate the sectors of a large table 
into a more compact table.l This is the case when attention is to 
be focused on one or two particular sectors. As a general rule, 
however, input-output analysts strive for the maximum amount of 
disaggregation when constructing a basic transactions table. 

1
This leads to a number of statistical problems, however, and treatment of 

these problems is outside the scope of an introduction to input-output analysis. 
For a discussion of this aspect of the aggregation problem see Walter D. Fisher, 
"Criteria for Aggregation in Input-Output Analysis," The Review of Economics 
and Statistics, XL (August 1958), 250-60. 
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() :INPUT-OUTPUT ANALYSIS 
I 

It pas been customary in the United States, and in most other 
coun,~ries as well, to value transactions in terms of producers' 
pric~s. Also, in the case of trade activities, outputs are defined 
as "gross margins" rather than the total value of all transactions
that js, the value of goods handled by trade establishments is not 
coun,ted. There are a number of technical problems involved in 
the 1)1easurement of gross margins which canno! be discussed 
here.~ For present purposes it will be convenient to view gross 
mar~ns as a "mark-up" on the goods handled by trade establish
ments as~ payment for the creation of time-and-place utility. 

A ~rodtgJOus amount of labor is required to construct an input
?utpiJt table, but once made up it is fairly easy to "read" or 
mterpret. lf the reader has no difficulty in understanding the small 
?ypo~het_ical table considered here he will have no difficulty in 
m~erpretmg the much larger tables that have been published. We 
will trace through a series of transactions to show the inner work
ings of the table, but first we will explain its various parts. 

. ~ssume that the transactions recorded in the table are in 
btlhorts of dollars. Each row (reading from left to right) shows the 
output sold by each industry or sector along the left-hand side of 
the table to each industry or sector across the top of the table. 
Each column (reading from top to bottom) shows the purchases 
made by each industry or sector along the top of the table from 
the industries and sectors along the left-hand side. Since this is a 
square_ table, there is one row to correspond to each column. 

To Illustrate, consider the relationship between industry E 
(row ,5 and column 5) and industry C (row 3 and column 3). To 
fin? the share o~ i_n~ustry E's output sold to industry C, read 
acro!{s ro~ ~ until tt m~ersects column 3. We see that industry E 
sol~ ?ne btlhon dollars worth of goods to industry C during the 
pett~ covered by the table. To find how much industry E buys 
from mdustry C, go over to column 5 and read down until this 
column intersects row 3. We see that industry E bought from 

2 Fo_r a discussion o: this and other statistical problems involved in the con
~.tructton o: a transaction~, table see W. Duane Evans and Marvin Holfenber 
Th~ l_ntenndustry Relations Study for 1947," The Rel'iew of Economics w~d 

St~t1sUcs, XXXIV (May 1952), 97-142. See also The 1947 Interindustry Re
latron~ Sllldy, lndust1y Reports: General Explanations, U.S. Department of 
Labor, ~ureau of L~bor Statistics, Report No.9 (March 1953) and Industry 
Repm1s. Manufacturmg Methodology, BLS Report No. IO,idem (March 1953). 
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industry C products worth live billion dollars. Hence the net 
transaction between industries C and E during this period is four 
billion dollars in favor of industry C. There is nothing difficult 
about reading the table provided we remember the following 
simple rules: 

1. To find the amount of purchases from one industry by an-
other, locate the purchasing industry at the top of the table, 
then read down the column until you come to the producing 
industry. 

2. To find the amount of sales from one industry to another, 
locate the selling industry along the left side of the table, 
then read across the row until you come to the buying 
industry. 

The Make-up of the Table 

1. The Processing Sector. The upper left-hand corner of the 
table has been set off in heavy double lines and labeled the proc
essing sector. This is the sector of an input-output table which 
contains the industries producing goods and services. Among 
them we would find agriculture, various manufacturing industries, 
transportation, communications and other utilities, wholesale and 
retail trade, the service industries, construction, and as many 
other industries as are isolated for separate treatment in the table. 
This is the portion of the hypothetical table that is highly simpli
fied, and in practice we would expect to find this sector expanded 
to 50 or more industries, thus greatly expanding the size of the 
entire table. 

2. The Payments Sector. On the left-hand side of the table, 
rows 7 to II are set off under the heading payments sector. This 
sector includes these five rows read all the way across the table. 
We shall examine each of the five parts of the payments sector 
in turn. 

a. Row 7, gross inventory depletion. By gross inventory 
depletion we mean the using up of previou.sly accumulated stocks 
of raw materials, intermediate goods, or finished products. Thus 
in row 7, column 2, we see that during the period covered by 
the table industry B used up two billion dollars' worth of the 
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stock it had put into inventory in an earlier period. The amount 
of inlyentory depletion in all other industries and sectors can 
be foOnd by reading down each column until it intersects row 7. 

~. Row 8, imports. To find the value of imports purchased 
by e~ch industry and sector, read down each column until it 
comes to row 8. This procedure shows, for example, that industry 
E i"iported three billion dollars' worth of goods from abroad, 
while industry D imported nothing. 

¢. Row 9, payments to government. For simplicity, assume 
that payments to governments (federal, state, and local) in the 
form I of taxes, represent purchases of government services such 
as p91ice and fire protection, maintenance of the armed forces, 
and similar services which most of us take for granted. Although 
ther~ is no direct correspondence between payments to govern
menti and the amount of government services provided to each 
indu~try (because, for example, how do you "value" the protec
tion ofth'e Army and Navy?), it will simplify matters if we assume 
that !the figures in row 9 represent the value of government 
servipes to each of the industries and other sectors listed across 
the tbp of the table. 

~. Row I 0, depreciation allowances. Reading across row I 0 
we see the amounts of depreciation allowances set aside by each 
of th~ industries listed across the top of the table. These numbers 
appr~ximate the cost of plant ami equipment used up in the pro
duction of the goods represented in this table. Note, for example, 

I 

that jndustry A (column I) allowed one billion dollars during the 
peri9d covered by the table for the depreciation of machinery ami 
other equipment.a 

~· Row II, households. This row represents the wages, 
salaries, dividends, interest, and similar payments made to house
hold~ by each of the industries and other sectors listed across the 
top 9f the table. We have inserted fairly large figures in this row 
to inpicate in particular the relative importance of payments to 
labo~ in our hypothetical economy. Industry A paid out 19 billion 
dollru·s in the form of wages, salaries, and other forms of house-

1 

I 

! 

3 An input-output table is compiled for a given time period. In practice this is 
usuanr, a calendar year. There is no reason, however, why the period could not be 
either1Ionger or shorter than a year. 

I 

I 
I 
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hold income; industry B paid out 23 billion dollars, and so on 
across row I I. 

3. The Final Demand Sector. The final demand sector con
sists of columns 7 through II read all the way down the table. 
The final demand sector is of special importance because it is 
the autonomous sector-the one in which changes occur which 
are transmitted throughout the rest of the table. It is here that the 
transactions which will be discussed presently originate. We will 
describe each of the parts of this sector briefly. 

a. Column 7, gross inventory accumulation. This column 
shows the amounts of additions to inventories held by each of the 
industries and sectors along the left-hand side of the table. During 
any given time period some of the goods produced do not get 
into the hands of their final consumers. Retailers must stand 
ready to provide consumers with a variety of goods at all times. 
Hence they must keep a stock of goods on their shelves. Whole
salers must likewise be ready to ship to retailers upon short 
notice. And manufacturers will usually have a stock of the goods 
they produce on hand at any given time. Column 7 shows the 
amounts of inventories accumulated during the period covered 
by the table regardless of where those inventories are held, 
whether at the factory, in warehouses, 01' in retail establishments. 

b. Column 8, exports. This column shows the value of ex
ports from each of the processing industries and other sectors 
during the period covered by the table. Note that industry A in 
our hypothetical economy exported five billion dollars' worth of 
goods while households exported nothing. This would be typical 
of a national table since residents of one country ordinarily do not 
sell their labor services in another country. In regional applica
tions, however, households can export labor services across 
regional boundaries, and it is also fairly common for management 
and technical consulting services to be exported from one region 
to another. 

c. Column 9, govemment purchases. Purchases made by all 
levels of government are given in this column. The entry where 
the government column and the government row intersect indi
cates that there are some intragovernmental transactions, just as 
there are transactions within other industries and sectors included 
in our table. 
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I 
d1 Column I 0, gross private capital formation. This column 

show~ the amount of sales from each industry or sector along the 
left side of the table to buyers who use their purchases for private 
capit~I formation. All entries in the transactions table, except 
those pn column I 0, are on current account. Purchases by all 
buyeriS for the replacement of or additions to plant and equip
ment-11 and any other purchases which are entered on capital 
account-are summarized by the entries in column I 0. Viewed 
anoth~1 r way, each entry in column I 0 can be considered an input 
from he industry or sector listed at the left to the Gross Private 
Capit I Formation "industry." 

ej Column II, households. The entries in this column repre
sent wurchases of finished goods and services by their ultimate 
cons~mers from the industries and other sectors along the left
hand ~ide of the table. 

4. fotal Gross Output and Total Gross Outlay. The final row 
and ttfue final column of the table have yet to be explained. 

Ro 12, total gross outlay, shows the total value of inputs to 
each f the industries and sectors in each column at the top of 
the t ble. The total value of purclwses by industry A. for ex
ampl9, is 64 billion dollars, the amount of the entry in row 12, 
colullfn I. 
Th~ input-output table is essentially a system of double-entry 

book~eeping. Within each industry in the processing sector all of 
the r~ceipts from sales are paid out for goods and services pur
chase from other industries or sectors. It might help to think of 
these as payments to factors of production. Some of the receipts 
are p id to the government in taxes, and some might be added to 
capitdt account. But the receipts from all outputs will just balance 
total butlays for each industry. After taking into account appro
priatiinventory changes, the total gross output, column 12, of 
each ndustry in the processing sector is equal to the total out
lays ade by that industry. Thus in the hypothetical table, the 
first1 s'x entries in the Total Gross Output column are identical 
with he first six entries in the Total Gross Outlay row. 

This is not true of the totals in the remaining rows and columns, 
howe er. We would not expect imports and exports to be ex
actly bqual in any given year. Nor are inventory depletions and 
inven ory accumulations likely to be the same during a given time 
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period. Similarly, one would not expect a balance betw~en 
government purchases and payments to governments, cap1tal 
spending and depreciation allowances, and payments to and by 
households in the same year. But the individual differences must 
"cancel out" when we view the entire economy. As is true of any 
single processing industry, total outlays must equal total outputs 
for the economy as a whole. The total of all rows in the payments 
sector must equal the total of all columns in the final demand 
sector for the same reason that the Gross National Product com
puted from the product side must equal Gross National Product 
comptlted from factor payments. 

One last point may be raised before tracing through a set of 
transactions. How does the Total Gross Output (or Total Gross 
Outlay) in the input-output table compare with Gross National 
Product? They are not the same. The GNP is defined as "the 
current market value of final goods and services produced in a 
given year." But even for the same year, GNP will not be the 
same as the Total Gross Output of an input-output table. In com
[Jttting GNP every effort is made to eliminate double-counting. 
But since the input-output table measures all transactions in the 
economy the value of goods and services produced in a given year 
is counted mor~ than one time; that is, we deliberately double
count. 

The objective is different in the two cases. In national-income 
analysis the object is to measure the final value of goods and 
services produced by the entire economy in a given year. We 
obviously wish to count one time only each good and service 
produced. In the input-output table, however, we wish to account 
for all transactions. Since some goods will enter into more than 
one transaction, their value must be counted each time a different 
transaction takes place. What we have then is an accumulation of 
value added at each stage of the production process until a good 
gets into the hands of its final consumer. 

Input-output analysis and national-income accounting are not 
two separate branches of economics, however. As noted in the 
preface, the 1958 table for the United States has been completely 
reconciled with our national income and product accounts. 

There is nothing rigid about the classifications used in the pay
ments and final demand sectors of the hypothetical transactions 
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table. The industries in the processing sector can be disaggre
gatfd to any degree desired- within the limits of data availability. 
Similarly, the payments and final demand sectors can be split into 
more rows and columns than those shown in Table 2-1. For ex
ample, the import row (and export column) can be disaggregated 
along geographic lines. Instead of a single government row (and 
colpmn) there can be three, one each for federal, state, and local 
go~ernments. And the household row (and column) could be 
fur~h~r divided; for ex~mple, o_n the basi~ of income distribution. 
The mput-output table 1s a flex1ble analytical tool. It can be made 
as detailed or as condensed as necessary for any given purpose. 
Th~ only limitation is that there must be one row for each column 
in tpe processing sector. It is convenient, although not necessary, 
to pave a final demand column for each row in the payments 
sec For. 

There is no fixed rule for including (or excluding) any specific 
eco!nomic activity in the final demand (or payments) sector. Table 
2- I, illustrates a relatively "open" input-output model. For some 
purposes it might be desirable to "close" the system with respect 
to ?ne or more of the activities in the final demand (payments) 
sector. Households, for example, can be shifted into the process
ing I sec to~, ~nd the same is. t~u_e of any oth~r activity_ in final de
malld-4 Similarly, some act1v1t1es normally mcluded 111 the proc
essing sector can be shifted to final demand. The construction 

I 

and maintenance industry can be included in final demand, for 
exalmple, if one is interested in analyzing the interindustry effects 
of ~hanges in construction activity. The decision of how "open" 
or •,['closed" an input-output table is to be depends largely upon 
~he purpose for which it is to be used. Our hypothetical example 
Illustrates a general-purpose, open, nondynamic input-output 
system. But it must be emphasized that the basic model c<'ln be 
altdred in a number of ways, depending upon the analytical use 
for ~which it is intended. 

I 

T1·acing through a Set of Transactions 

4et us now trace through a set of transactions involving one of 
the [hypothetical industries in the processing sector of the input-

4 An illustration is given in Chapter 3. 
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output table. Consider the sales maJe by inJustry C, anJ the 
purchases made by the same industry. 

The output side. A look at the transactions table indicates that 
industry C sold seven billion dollars' worth of goods to industry A 
during the period covered by the table, and it sold two billion 
dollars' worth to industry B. /ntraindustry transactions amounted 
to eight billion dollars. This means that the firms in industry C 
purchased from each other goods valued at this amount. Other 
sales to industries D, E, and F came to one, five, and three billion 
dollars respectively. This accounts for all transactions within the 
processing sector of the table. 

Additions to inventory in industry C were valued at two billion 
dollars during the period, and this industry exported three billion 
dollars' worth of goods to foreign countries. It sold one billion 
dollars' worth of goods to various government agencies. During 
the period covered by the table a total of five billion dollars was 
spent on the finished products of industry C by households. And 
three billion dollars' worth of the output of this industry was used 
by its buyers for replacement of or additions to capital equipment. 
Altogether, the total gross output of inJustry C was valued at 40 
billion dollars in our hypothetical economy. 

The input side. Let us look at the purchases made by industry 
C from the other industries in the table. Purchases from industry 
A amounted to one billion dollars: from B, seven billion; from D, 
two billion; and from E and F, one and seven billion respectively. 
Industry C also used up inventories amounting to one billion, and 
imported three billion dollars' worth of goods from other coun
tries. It paid taxes of two billion, and set aside one billion in 
depreciation allowances. Finally, the industry paid out seven 
billion dollars in wages and salaries. Once again, these individual 
items must add up to 40 billion dollars-the amount entered in 
the Total Gross Outlay row. 

The interested reader can repeat this process for any industry 
or sector shown in the table. He will soon develop a facility for 
following through a set of transactions. 

Industries and Sectors 

A transactions table consists of a collection of industries and 
sectors, and it might be helpful to distinguish between these con-
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cepts. According to Tiebout, "industries refer to aggregates of 
firms producing similar products. Sectors refer to the kinds of 
m~rkets that industries serve. " 5 This is a useful distinction to 
kefp in mind. When discussing the transactions table, however, 
we have at times referred to one collection of activities as the 
pr~cessing sector, and we have spoken of the individual activities 
ou'tside this category as the final demand sector when they are 
cohsidered collectively. Thus the term sector may be used at 
ti~es with slightly different meanings, but the meaning which 
applies in each case should be clear from the context of the 
discussion . 

.j'\.11 firms engaged in producing similar goods, or providing 
similar services, make up an industry. The concept of the in
du~try is a fuzzy one because of the problem of overlapping. Not 
many large manufacturing firms, for example, make one product 

I 

only. The same firm may manufacture automobiles, tractors, re-
fri~erators, deep-freeze units, television sets, and perhaps a wide 
va/·iety of other products. Generally, however, a firm is classified 
onl' the basis of its principal product. If this firm is engaged pri
m~rily in the manufacture of automobiles it is included in the ,, 

au'tomobile industry. If we are interested in analyzing the re
frikerator industry, however, we must include in the industry that 
p~rtion of this firm's activities devoted to the production or 
refrigerators. A useful method for solving the problem of over
la~ping in defining an industry has been developed by P. Sargent 

1: 

Flprence.G 
~onsider, for example, the case of four firms manufacturing 

th(ee products. We will label the firms A, B, C. and D, and the 
prpducts x, y, and z. The firms may be classilied into industries 
x; Y, and Z. If we arrange the firms and their products as shown 
in :Figure 2-1 we can easily see the principal product of each firm 
an,~ this will tell us the industry under which that firm should 
be1 classified. 

:firm A clearly belongs to industry X although it also manu
fa~tures smaller quantities of y and z. Firm B belongs to industry 
Yj and firm C to industry Z. Firm D also belongs to industry X 

! 

fcharles M. Tiebout, The Community Economic Base Swdy (New York: 
Cqmmittee for Economic Development. December 1962). p. 29. 
~.Investment Locatio11, and Size of Plant (Cambridge: The University Press, 

1948), p. 3. 
I, 
I 
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FIGURE 2-1 

Product-Mix of Hypothetical Firms 
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NOTE: The height of each bar represents 
total output; the segments show 
the value of each product as a 
per cent of total output. 
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although it makes a wide variety of other products. If we are 
interested in measuring the total output of industry X it will be 
necessary to go to all four of the above firms, although only two 
of them are classified under industry X. The problem of over
lapping is primarily a statistical one, encountered when we 
attempt to measure employment or production in individual 
industries. It need not trouble us at present, however, since we 
are only interested in developing the concept of the industry. 

A number of industries, different in some respects but similar 
in others, may be considered collectively as an industry group. 
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Alii; of the firms which specialize in the manufacture of cotton 
yarp, for example, make up one industry; firms which make the 
yarp into cloth make up another industry; and firms which dye or 
oth~rwise finish the cloth make up a third.7 
. :1 s_imilar. distinction may be made in the case of firms special
tzt9g 111 vanous stages of the production of woolen or synthetic 
clo~h. Each group of firms constitutes a separate industry, but all 
of ~hem together are members of the textile industry group. In 
19i5 a Standard Industrial Classification was prepared by several 
go~er~~1ent agen_cies an~ pu~lished by the Bureau of the Budget. 
Ac~o1?111g to thts classtficatlon (abbreviated as SIC) there are 
20 l?aJor manufacturing industry groups.s 

lfhe operating unit of American industry is the establishment. 
In ~eneral, an e~tablishment consists of a single plant or factory.9 
A ~~all fir~ mtght operate a single establishment. Larger firms, 
hO\yever: ate. ofte_n made up of two or more establishments. As 
cor~orattons 111 thts country have increased in size there has been 
~ trfnd to_ward decentralization in decision-making. Broad policy 
ts d1~term~n~d by the officers of the firm. But day-to-day manage
me~t ~ectston~ are made at the level of the establishment. The 
esta;bltshment ts also the basic unit for analytical purposes since 
dat~ r~ported in the Census of Manufactures are based upon the 
e~t,bltsh~ent rather th~n the fi~·m ~r the plant. Establishments 
ate 1classtfie~ on ~he ba~ts of t~etr pnmary or principal products. 

l]he ~lasstficatton of mdustnes and sectors in an input-output 
tablf ratses a number of technical problems which cannot be dis
cus~ed ~~re.10_ The aggregation problem- or the "index number 
pro~lem as tt has been known in the past- is as old as the 

I 7 Aill of t~es.e operations may .b~ can:ied on by a single firm in one or more 
p~a.nt,~. If t_h1s IS the c.ase '!"e say ~~ 1s an 111/et?rated firm, and we refer to this form 
0. m~,~grat1on .as. vertical mtegrahon to distinguish it from the horizontal integra
!lon ~ arh~ctenshc of ma!"'y m~lt.iplant firms, such as chain stores, which specialize 
m on,e p ase of economic actiVIty. 
T:T~e. 20 major industry groups are referred to as the two-digit classification 

er~ IS a further b~e?kdow~ into three-digit and four-digit classitic~~ion~. AI; 
exam,ple of the two-d1g1t classification is number 22 Textile Mill Product u d 
this one thre d' 't 1 'fi · · ' s. n er ' 1, e- 1g1 c ~SS11cat1on.1s number 225, Knitting Mills. As part of the 
lat:e~! we find Full-fash1on~d Hos1ery Mills (number 2251 ). 

I~ s~'!le cases an e~tabhshm~n! may consist of more than one plant if these are 
enfoa&e m the same kmd ?f actiVIty and are located within the same state. 
a . S~~. f?r example Math1~da Holzman, "Problems of Classification and Aggre

g t10f, m Wass1ly Leont1ef, et a/., Studies in the Structure of the American 
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science of economic stattsttcs. For present purposes we will 
assume that the industries in our hypothetical economy are classi
fied on the basis of their principal products, and that within any 
industry the products are relatively homogeneous . 

Direct Purchases and Technical Coefficients 

After an input-output table has been constructed for a given 
year, a table of input or technical coefficients can be developed 
from it. By a technical coetncient we mean the amount (~f inputs 
required ji'om each industry to produce one dollar's worth of the 
output of a given industry. Technical coefficients are calculated 
for processing sector industries only, and may be expressed 
either in monetary or physical terms. Our hypothetical table is 
expressed in cents per dollar of direct purchases. 

Two steps are involved in the calculation of technical co
efficients: Gross output is adjusted by subtracting inventory de
pletion during the period covered by the table to obtain adJusted 
gross output. Since gross outlays in the processing sector are 
identical with gross outputs in this sector, adjusted gross outputs 
in our hypothetical economy can be computed by subtracting the 
entries in row 7 from the entries of row 12 of Table 2-1. The re
sults can then be entered as a new row at the bottom of the table. 
The second step in the calculation of technical coefficients con
sists of dividing all the entries in each industry's column by the 
adJusted gross output for that industry. 

For example, the adjusted gross output for industry A is equal 
to 63 (total gross outlay minus gross inventory depletion). To 
compute the coefficients for column I, each entry in this column 
is divided by 63, which gives the entries in column I of Table::!-::!. 
Similarly, the adjusted gross output for industry B is 57, and this 
divided into each entry in column 2 of Table 2-1 gives column 2 
of Table 2-2, and so on throughout the remainder of the table. 

A specific illustration may make the meaning of Table 2-2 
somewhat clearer. From it we see that each dollar's worth of pro-

Economy (New York: Oxford University Press. 1953), pp. 326-59, and Richard 
Stone, l11plii-Output and Natio11al Accounts, OEEC (1961), pp. 101-12. 
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duction in industry A will require direct purchases from other ,, 

industries as follows: 

i 

II 

'I 
1 Intra industry transactions of................................... 16c 
'
1 Purchases by industry A from industry B of.............. Sc 

,: Purchases by industry A from industry C of.............. I I c 
· Purchases by industry A from industry D of.. ............ 17c 

Purchases by industry A from industry E of.............. 6c 
Purchases by industry A from industry F of.............. 3c 

A 

8 

c 
D 

E 

F 

Total direct purchases 61 c 

TABLE 2-2 

Input Coefficient Table* 
Direct Purchases per Dollar of Output 

Industries Purchasing 

A 8 c D E 

l-6e 26e 3e 5e 13e 

Be 7e lBe 3e Be 

lle 4e 21e 3c 13c 

17c 2c 5c 21c 16c 

6c 0 3c 36c 8c 

3c llc 18c 15c 5c 

F 

13e 

18e 

7c 

9c 

4c 

13c 

*This table has been reproduced on a tear-out sheet at the back or the book. 

If the technical coefficients remain constant from year to year, 
or ~f they can be adjusted on the basis of new information, we can 
caleulate the amount of direct purchases required from each in
?u~try along the left-h~nd side of Table 2-2, as a result of an 
mcrease (or decrease) m the output of one or more of the indus-

' ~ri1s listed at th~ top of the table. If, for example, the output of 
mdustry B were mcreased by $100 (assuming constant technical 

r(~ 
Stability Conditions for the Table of Technical Coetficients'i, A 

coefficients), the direct inputs of industry B (purchases from other 
industries) would be increased by the following amounts: 

Inputs from industry 
A 
B (intraindustry) 
c 
D 
E 

would be increased by 
$26 

7 
4 
2 

F II 
The total increase in the value of direct inputs due to an in
crease or $100 in the output of industry B amounts to $50. 

If the input coefficients are relatively stable or if they can be 
adjusted on the basis of new information, the usefulness of the 
table of direct coefficients is apparent. By making use of such a 
table, the management of a typical firm in industry B could tell in 
advance how much it would have to buy directly from each of its 
supplying industries when it adds to its own total production. 

Stability Conditions for the Table of Technical Cocflicicnts 

The table Qf direct coefficients by itself is of limited usefulness 
because it shows only the "first-round" effects of a change in the 
output of one industry on the industries from which it purchases 
inputs. This table forms the basis, however, for a general solution 
of an input-output problem which will be discussed in the next 
section. Because of this it is important that the table of direct co
efficients meet certain stability conditions. These are that: (a) at 
least one column in the table add up to less than unity, and (b) 
that no column in the table add to more than unity. The mathe
matical proof of these conditions is quite complex, and no attempt 
will be made to demonstrate these propositions here. 11 When the 
table is expressed in monetary terms, as is Table 2-2, it is in
tuitively clear that an industry cannot pay more for its inputs than 
it receives from the sale of its output. Also, the steps described 

11 For a proof in the case where all technical coefficients are positive see Robert 
Solow, "On the Structure of Linear Models," Econometrica, XX (January 1952), 
29-46. See also Carl F. Christ, "A Review of Input-Output Analysis" in Input
Output Analysis: An Appraisal (Princeton: Princeton University Press, 1955), 
pp. 148-49. 
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abov~ for computing input coefficients in the open, static model 
show 'ithat these conditions will be met if in each column the sum 
of entries in the payments rows (less the inventory row) is greater 
than ihventory depletion. In practice, these entries are relatively 

'I 
large and the stability conditions are safely met. 

,, 

''· 
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Direct and Indirect Purchases 
i 
I 

Table 2-2 shows the direct purchases that will be made by a 
given I industry from all other industries within the processing 
secto~ for each dollar's worth of current output. But this does not 
repreSent the total addition to output resulting from additional 
sales ~o the final demand sector. An increase in final demand for 
the pljoducts of an industry within the processing sector (coming 
from ~ouseholds, for example) will lead to both direct and indirect 
incre~es in the output of all industries in the processing sector. 
If, fo1 e~ample, there is an increase in final demand for the prod
ucts 9f tndustry A, there will be direct increases in purchases 
from industries B, C, and so on. But in addition, when industry B 
sells ~ore of its output to industry A, B's demand for the prod
ucts Qf industries C, D, etc., will likewise increase. And these 
effect~ will spread throughout the processing sector. 

An !integral part of input-output analysis is the construction of 
a tablp which shows the direct and indirect effects of changes in 
final demand. It shows the total expansion of output in all in
dustr¥s as a result of the delivery of one dollar's worth of output 
outsiqe the processing sector by each industry. A "delivery out
side.t~e processing sector" means a sale to households, investors, 
foretgn buyers, a government agency, or any other buyer included 
in the:! final dem~nd sector. 
Th~re are vanous methods for computing the combined direct 

and ii[ldirect effects. One is an iterative or step-by-step method 
which: will be illustrated. No attempt will be made, however, to 
go through all the calculations required to construct a table by 
this trlethod even for our simple hypothetical example. 

Letius assume a one-dollar increase in the demand for the prod
ucts <f industry A. This will increase intraindustry transactions 
by 16c (see row I, column I, of Table 2-2). Thus the gross output 
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of industry A will increase at/east $1.16. But when the output of 
industry A increases, the firms in this industry will step up their 
purchases from industry B. Sales from industry B to industry A 
will go up an additional 9c ($1.16 X .08) as a result of the in
creased activity in industry A. Similarly, sales from industry C 
to industry A will increase 13c ($1.16 X .II), and so on down 
column I of Table 2-2. 

But the indirect effects do not stop here. When industry B ex
pands its production because of an increase in final demand for 
the products of industry A, the increased demand thus generated 
will be felt by all other industries in the processing sector which 
sell to industry B. We could repeat the calculations made above to 
include each industry in the processing sector, then by adding up 
all the figures a table would gradually be built up which would 
show the total requirements, direct and indirect, resulting from 
the delivery of one dollar's worth of the products of each industry 
in the processing sector to the final demand sector. 

Fortunately for the development of input-output economics 
there is an alternative method which can be used with high-speed 
electronic computing equipment to arrive at the same results. In 
technical terms this method involves taking the difference be
tween an identity matrix and the input coefficient matrix (Table 
2-2), and from this computing a transposed inverse matrix.12 This 
table, on page 26, shows the total requirements, direct and in
direct, per dollar of delive1y outside the processing sector. 

Table 2-3 contains some "rounding error." In computing 
the inverse, and in other computations to be discussed later, all 
figures were carried to six decimal places. To simplify the exposi
tion, however, all numbers have been rounded off to the nearest 
cent. 

What does Table 2-3 show? In Table 2-2, we saw that each 
dollar's worth of production in industry A required 16c of intra
industry transactions. But it will be recalled that these were direct 
purchases only. Table 2-3 shows that total intraindustry trans
actions will rise an additional 22c-to a total of 38c-for each 
dollar's worth of industry A's products delivered to the final de
mand sector. This is because when industry A's output rises it 

12The meaning of these terms and an illustrative computation are given in 
Chapter 7. 
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A 

B 

c 
D 

E 

F 

TABLE 2-3 

Direct and Indirect Requirements 
per Dollar of Final Demand* 

A B c D E 

$1.38 .25 .28 .41 .27 

.45 1.21 .16 .19 .12 

.27 .38 1.38 .23 .17 

.35 .25 .25 1.53 .65 

.35 .26 .31 .39 1.28 

. 38 .35 .22 .30 .21 

F 

.23 

.24 

.39 

.41 
----

.25 

1.32 

*This table has been reproduced on a tear-out sheet at the back of 
the book. 

must buy more from 8, C, and the others in the table. When 8 
sell!s more to A it must buy more from A, C, etc. The same holds 
trub for all the industries in our hypothetical economy. Thus 
Tafule 2-3 shows the total dollar production directly and indi
rec~ly required from the industry at the top for each dollar of 
delivery to final demand by the industry at the left. Each time A 
seHs an additional dollar's worth of goods to households, govern
ment, or some other component of final demand, B's output goes 
up ~5c, C's output increases 28c, and so on across the first row of 
Ta~le 2-3. All other rows in this table are read in the same way. 

l:n one respect the hypothetical example is not very realistic. 
Mqst of the transactions in Table 2-3 are quite large relative to an 
increase of one dollar in sales to final demand by the industry at 
the; left-hand side of the table. This is because small numbers, and 
few zeros, were used in the hypothetical transactions table. As a 
resrtt, the ratio of interindustry transactions to final demand is 
qui,te high. An actual input-output model will have smaller values 
in its counterpart of Table 2-3, and there will be much greater 
var1iation throughout the table than there is in our hypothetical 
example. 

An actual table of direct and indirect requirements shows, for 
I 
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example, that the output of the agricultural sector depends upon 
the demand for processed foods, tobacco, textiles, leather prod
ucts, and chemicals. Thus there will be fairly large entries in the 
cells where the agriculture column intersects the rows of these 
sectors. Most apparel products are sold directly to consumers, 
however, and the entries in the apparel column will be small.13 In 
brief, some industries in the processing sector will show relatively 
large interindustry transactions. Such industries exhibit strong 
interdependence. Other industries use relatively few raw mate
rials or intermediate products, but they may have substantial 
labor inputs. If households are not included in the processing 
sector-customarily they are not-such an industry will exhibit 
weak interdependence . 

Stability Conditions for the Table of Direct 
and Indirect Coefficients 

In an earlier section the stability conditions for the table of 
direct coefficients were given, and it was noted that in practice 
these conditions will generally be met. There is a fundamental 
condition that must also be met by the table of direct and indirect 
requirements (Table 2-3) known as the "Hawkins-Simon con
dition."14 The mathematical proof of this condition given by 
Hawkins and Simon is much too complex to be discussed here, 
but its meaning can be made intuitively clear. Basically, the 
Hawkins-Simon condition states that there can be no negative 
entries in the table of direct and indirect requirements.l5 What 
would a negative entry in Table 2-3 mean'? In essence it would 
mean that each time the industry with a negative entry expanded 
its sales to final demand, its direct and indirect input requirements 
would decline. Carried to the extreme this would mean that the 
more this industry expanded its output the less it would have to 
buy from other industries. This is clearly a logical contradiction 
and an economic absurdity. 

13See Evans and Hoffenberg, op. cit., p. 140. 
14 David Hawkins and H. A. Simon, "Some Conditions of Macroeconomic 

Stability," Econometrica, 17 (July-October 1949), 245-48. 
tssee William J. Baumol, Economic Tlte01y and Ope1·ations Analysis (Engle

wood Clifl"s, N.J.: Prentice-Hall, Inc., 1961), pp. 306-8. 
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lihe Hawkins-Simon condition is an important one. The ap-
pearance of one or more negative entries in a table of direct and 
indirect requirements per dollar of sales to final demand is a signal 
that something has gone wrong. There could have been a mistake 
in tpe construction of the transactions table, or computing errors 
in deriving the table of direct input coefficients. It is nece3sary 
the~ to go back, locate the cause of an obvious economic con
tradiction, and make the necessary adjustments or corrections. 

I 
I 
I 

Conclusions 

I}ach row of Table 2-3 shows the output directly and indirectly 
reqpired from each sector at the top of the table to support the 
delivery of $1.00 to final demand by the sector at the left of each 
ro~. Each column shows the output required for a single sector 
(di*ctly and indirectly) to support $1.00 of delivery to final de
ma*d by each of the processing sectors. 

1able 2-3 is a general solution of the hypothetical input-output 
sys~em. It illustrates the principle of economic interdependence. 
The table can be used to show how a change in demand for the 
outbut of one sector stimulates production in other sectors. It 
sh9ws the end result after all of the "feedback effects" have 
worked themselves out. The model illustrated here is a static one. 
Nol effort has been made to introduce the time lags that would be 
involved in achieving the equilibrium results given in Table 2-3. 
Th~ dynamics of input-output analysis will be discussed briefly in 
Ch*pters 5 and 7. 

Once a general solution or table of direct and indirect coeffi
cie?ts has been obtained, the input-output model can be used for 
a variety of analytical purposes. Some of the major uses will be 
dis~ussed in the following chapter. 

! 

I 
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1 3 Applications of Input-Output Analysis 

'I 
1 Structural Analysis 
I 

T~e transactions table (Table 2-1) simultaneously describes 
the ;demand and supply relationships of an economy in equi
libripm. It describes the economy as it is, not as it ought to be on 
the pasis of some criterion or set of criteria. The table does not 
t_ell ~s whether the economy is operating at peak efliciency (e.g. 
fu11 fmployment) or at less than peak elficiency. But it does show 
the pnal demand for goods and services and the interindustry 
transactions required to satisfy that demand. 

lfl the input-output model did nothing more than describe the 
stru~tural mterdependence of the economy, it would be useful to 
analpts and policy-makers. It can do much more than that, 
how~ver. If input-output tables are available for two or more 
couqtries, for example, they can be used for making a detailed 
comparative analysis Of the economies involved. Such an analysis 
would reveal much more, for example, than a simple comparison 
of "I stages of growth." It could be used by pol icy-makers in 
und,rdeveloped countries to help determine the types of invest
men~ which would do most to stimulate growth. As a matter of 
fact,l input-output analysis has become an important development 
tootj and this particular application will be discussed further in 
Chapter 5. 
. l~terindus~ry anal_Ysis can al~o be used to help solve problems 
m a?vanc~d mdust~Jal economtes. Assume, for example, that an 
eco~?my t~ operatmg at less than full employment because of a 
defiqtency m aggregate demand.1 It is not a difficult task to de-

l 
1 1npdequate aggregate demand is not the only cause of unemployment in ·111 

a~varyced eco~omy .. ~tru~tural ~hanges in the economy, coupled with vario~s 
kmds.!of labor 1mmob1hty (mdustnal, occupational, and geographic), can also lead 
to unemployment. The issue of inadequate aggregate demand versus structural 
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termine the level of aggregate demand which would be required 
to achieve fu11 employment. The necessary changes in the final 
demand sectors of the input-output table could be made, and by 
using the table of direct and indirect coefficients (Table 2-3), one 
could determine the levels of activity that would be required in all 
industries and sectors to achieve the goal of fu11 employment. 
This use of input-output goes beyond description; it involves 
manipulation of the transactions table. The way in which this is 
done will be discussed in some detail in the following section. 

As suggested in the preceding paragraph, an up-to-date input
output table can be used by policy-makers to project fu11-
employment levels of over-all demand. But the usefulness of this 
technique is not limited to public policy-makers. Private busi
nesses can make effective use of this analytical tool, particularly 
in connection with marketing programs.2 Each row of an input
output table is in effect the marketing profile of an industry or 
sector. And the columns represent input patterns which tend to 
be more stable in the short run than the annual sales of many 
products. By projecting final sales, market analysts could forecast 
interindustry requirements for many products. They could thus 
build up more accurate total sales forecasts for the products of 
many industries than would be possible in the absence of data on 
interindustry transactions. 

Input-Output as a Forecasting Tool 

In this section we wi11 be concerned with the technique of 
forecasting by means of input-output analysis. Some of the 
problems involved will be mentioned in passing, but these will be 
discussed in greater detail in a later section. Since a variety of 
analytic techniques are used in making economic forecasts, even 
a summary discussion would go beyond the scope of this book. 
It might be useful, however, to distinguish among three broad 
approaches to forecasting. 

change as causes of unemployment has been widely debated in the United States 
in recent years, but this debate is not relevant to the present discussion. To 
illustrate a point, we are assuming that unemployment is due to inadequate 
demand. 

2 See W. Duane Evans, "Marketing Uses of Input-Output Data," Joumal of 
Marketing, XVII (July 1952), 11-21. 
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Partial forecasting. Most forecasting involves the projection of 
one or more time series. The simplest method of partial fore
casting is to fit a mathematical curve to an individual time series, 
and extrapolate this to some future date. This is a rudimentary 
forecasting technique which works well only in the case of a few 
"weD-behaved" time series such as those which are closely 
correlated with population growth and rising income. One of the 
problems of partial forecasting, however, is that some time series 
are quite volatile; there are wide short-term variations around a 
trend line fitted to such series. The trend might be useful for 
long~range planning purposes, but wide variations around the 
trend line can result in misleading short-term forecasts. Another 
majdr problem of partial forecasting is that individual forecasts 
based upon time series might not adp up to a meaningful total. In 
brief; there is always a problem of possible inconsistencies when 
indi\lidual time series are projected, regardless of the analytical 
technique used in making such projections. 

The use of simultaneous equations. One way to avoid the prob
lem 0f possible inconsistency among the projections of individual 
time 'series is to develop a model for the simultaneous projection 
of a group of time series. Models of this type consist of systems 
of equations, many of which contain a "stochastic" variable or 
errov term. Such models avoid the problem of inconsistency. But 
if they include a limited number of time series this is still partial 
forecasting, and the results might be affected by an "outside" or 
exog,enous disturbance. To avoid this problem some forecasters 
use a few highly aggregated time series which collectively de
scribe the level of economic activity in the entire economy. Such 
models might result in fairly accurate forecasts. But the high 
degr~e of aggregation limits their usefulness. They can be helpful 
to policy-makers concerned with broad issues.· But they are not 
of much use to businessmen and others concerned with anticipated 
levels of activity in specific industries or sectors. 

Consistent forecasting. This term has been applied to the 
projection of a transactions table. When an input-output table is 
projected, "the output of each industry is consistent with the 
demands, both final and from other industries, for its products. "3 

3 Clopper Almon, Jr., "Progress Toward a Consistent Forecast of the American 
Economy in 1970," a paper presented at the Conference on National Economic 
Planning, University of Pittsburgh, March 24-25, 1964 (mimeographed); p. 2. 
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There is no guarantee, of course, that a consistent forecast will 
turn out to be right. What the consistent forecast does is to insure 
that projections for individual industries and sectors will add up 
to a total projection (of Gross National Product, for example) if 
the structural relations of the economy do not change significantly 
over the projection period, or if allowance can be made for 
anticipated changes in the structural relations. By introducing 
additional variables, it is also possible to insure that investment 
and employment in each industry or sector will be consistent with 
its projected output, and that consumer demand and government 
expenditures will be consistent with projected disposable income. 

One of the major problems involved in consistent forecasting 
is that of allowing for changes in the structural coefficients 
(Table 2-2) when long-term projections are being made. For 
short-term forecasts-for periods of two or three years-it is 
fairly safe to assume that the input coefficients will not change, 
or that they will not change significantly. In making long-term 
projections, for a ten-year period, for example, one cannot 
assume that input coefficients will remain constant. For such 
projections, it is necessary to use a dynamic input-output model, 
and more will be said about this in a later section. 

There are two major steps involved in consistent forecasting: 
( l) It is necessary to make projections of each entry in the final 
demand sectors of the input-output table; then (2) a new trans
actions table is projected on the basis of the assumed changes in 
final demand. After the individual components of final demand 
have been projected, the individual final demand columns 
(columns 7 through 11 of Table 2-1) are added together to form a 
single column. This is referred to as the final demand column, or 
in technical language as the final demand vector.4 When the final 
demand sectors have been combined into a single column, the 
transactions table is compressed as shown in Table 3-1. 

The processing sector of Table 2-1 has been carried over 
intact to Table 3-1. But the five final demand columns have now 
been compressed into the single column shown in the table below. 

In making an actual forecast, each of the final demand com
ponents (columns 7 through II ofTable 2-1) would be projected 
independently. Only after this had been done would the indiviqual 

4The meaning of a vector is explained in Chapter 7. 
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'I 
TABLE 3-1 

Transactions Table with Final Demand Column 

'I Industry Purchasing Final Total 
'I 
,1~ 

111.5 

-· Demand Gross 

,1~ 
'r!S 1e 
IQ... 

li 
r 
I 

I 

A 

B 

c 
D 

E 

F 
'-----

A 

10 

5 

7 

11 

4 

2 

8 c 
15 1 

4 7 

2 8 

1 2 

0 1 

6 7 

D E F Output 

2 5 6 25 64 
·--

1 3 8 31 59 

1 5 3 14 40 

8 6 4 7 39 

14 3 2 16 40 

6 2 6 17 46 

coJmns be added to form a projected final demand vector. The 
I 

tab~e below shows the final demand column from Table 3-1 and a 
projected final demand for some future time period. 

Assumed Changes in Final Demand 

Original Projected Per Cent 
Industry Final Demand Final Demand Change 

A 25 30 +20% 
B 31 26 -16 
c 14 17 + 21.5 
D 7 10 +43 
E 16 15 - 6.5 
F 17 20 + 17.5 

~ote that in the hypothetical projections of final demand, the 
output of most industries is expected to increase. But the end-use 
de111and for products made by industries B and E is expected to 
decline. These assumptions have been made deliberately to show 

I . 
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what will happen to the projected transactions table when some 
industries are expected to expand their output while production 
in others is expected to decline. This is a realistic assumption for a 
dynamic economy in which some types of economic activity may 
contract even when there is rapid growth in other sectors of the 
economy. To some extent this might be the result of substitution. 
In the contrived example which we are discussing, industry B 
might represent coal mining while industry C might represent the 
oil and gas industry. The substitution of oil and gas for coal, in 
this example, would be the cause of the projected decline in B 
and the projected growth in C. 

Once the individual final demand projections have been made 
and summed into a column vector, we are in a position to project 
a new transactions table. Since the final demand sectors have 
been combined into a single column-and only total final demand 
is shown- the projected transactions table will be limited to the 
processing sectors. After the projections of interindustry trans
actions representing intermediate demand have been completed, 
it would be possible to disaggregate the projected final demand 
column and reconstruct a completely new version of Table 2-1 
for the target year. This would involve no particular problems 
since each of the components of final demand would have been 
projected independently in the first instance. 

Assume that we are making a five-year projection of Table 2-1 
on the basis of the changes in final demand given above. We also 
assume that during the projection period the technical coefficients 
of Table 2-2 remain constant. The results are given in Table 3-2. 
The projected interindustry transactions are shown in the upper 
part of each cell. The original transactions table, with final 
demand now shown as a single column, has been added to Table 
3-2 with all of the original entries given in parentheses.5 

5The computational steps for projecting a transactions table are as follows: 
I. Compute adjusted projected final demand by first multiplying the original 

projected final demand by the ratio of inventory depletions to final demand in 
the base year, then subtracting this amount from the original projected final 
demand. 

2. Multiply each row of the table of direct and indirect coefficients (Table 
2-3) by the adjusted final demand figure for that row. The result will be another 
table of the same size as Table 2-3. 

3. Sum the columns of the matrix obtained in step 2 to obtain new adjusted 
total gross outputs for each industry. Transfer the row that is thus obtained to 
the bottom of the table of direct coenicients (Table 2-2). 
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II 

:i TABLE 3-2 

Projected Transactions Table with Changes in Final Demand* 

,, 

Projected 'I 
1[ lndusoy Purchasing Projected Total 
1: Final Gross 
'lA B c D E F Demand Output 
•I 

A n:~728 15.488 1.222 2.460 5.790 7.199 30 74 
(~0) (15) (1) (2) (5) (6) (25) (64) 

B 51.864 4.130 8.557 1.230 3.474 9.599 26 59 
1(5) (4) (7) (1) (3) (8) (31) (59) 

c ,.210 2.065 9.779 1.230 5.790 3.599 17 48 
(7) (2) (8) (1) (5) (3) (14) (40) 

D 1 fil~1 1.033 2.445 9.839 6.948 4.799 10 48 
(1) (2) (8) (6) (4) (7) (39) 

:[ 

E 4.691 0 1.222 17.218 3.474 2.400 15 44 
[(4) (0) (1) (14) (3) (2) (16) (40) 

'I 
6.195 7.379 2.316 7.199 20 54 F 2.346 8.557 1(2) (6) (7) (6) (2) (6) (17) (46) 

I 
*01·i;inal transactions table, final demand, and total gross outputs shown in parentheses. 

I 

Although final demand for the products of industries B and E 
decliqed, the values of their interindustry transactions increased. 
The increases are smaller than those for the industries which 
registFred gains in final sales, but in all cases there has been at 
least Ia slight gain. In our hypothetical example, the gains in 
interindustry transactions for industry B exactly offset the drop in 
dem<i;hd for its products by households, government, and other 

4.1 Multiply each column entry in the table of direct coefllcients by the 
adjusted total gross output at the bottom of the column. The result is the 
pro~essing sector of the projected transactions table. 

5.1To obtain the total gross output figures shown in Table 3-2, add the 
app~opriate inventory adjustment which was subtracted in step I to the 
cu(ju,,·tecl total gross outputs found in step 3. 

6"11nsert the original projected final demand ligures as a column to the right of 
the projected processing sector, and insert the total gross output figures oh
tained in step 5 as a column to the right of final demand. The result is the pro
jech~d transactions table illustrated by Table 3-2. 

I 

I 
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components of final demand, so that the total gross output of this 
industry remained unchanged. In the case of industry E, in
creases in interindustry transactions more than offset the decline 
in final demand so that its total gross output went up from 40 
billion dollars to 44 billion. As one might expect, there were 
larger relative gains in total gross output for those industries 
which experienced increases in both final demand and in inter
industry transactions. 

In making an actual forecast there is one additional step which 
could be taken, but which will not be illustrated in this hypo
thetical example. After the new processing sector entries and the 
new total gross output figures h<.td been obtained, the projected 
final demand vector could be disaggregated into the original 
components from which it was built up, and the same could be 
done for the rows in the payments sector. This would result in a 
new table exactly like Table 2-1. Since the objective of the 
projection is to obtain the interindustry transactions that would 
be needed to sustain projected levels of final demand, however, 
these steps are rarely carried out. 

The above description of consistent forecasting souQds de
ceptively simple. As a matter of fact, assuming that an up-to-date 
transactions table is available, short-term consistt?nt forecasting 
is a relatively simple matter. The accuracy of the interindustry 
projections will depend, of course, upon the accuracy with which 
the final demand projections can be made. But even if there is a 
certain amount of error in the projections of final demand, as one 
must expect, the resulting projections of interindustry trans
actions will be useful to economists, business analysts, and 
policy-makers. If such a forecast of the national economy were 
available, businessmen could adjust their individual production 
and employment schedules to conform to the over-all projections. 

The above example of an input-output forecast is limited to the 
case of relatively short-term projections because the model upon 
which it is based is static; it assumes no change in technical 
coefficients. The input patterns in Table 2-2 are expected to be 
stable during the projection period. Technical coefficients do not 
change rapidly, and the small changes that might occur over a 
relatively short period would not lead to serious errors in the 
projected transactions table. Over a longer time span, however, 
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the technical coefficients will be affected by three kinds of changes. 
The~:e changes, and the effects which they will have upon the 
techmical coefficients, are as follows: 

CF/anges in relative prices. If the relative prices of factors of 
production change during the period covered by the projection, it 
is pdssible that input patterns, and hence some of the technical 
coefficients, will be changed. This will happen, however, only if 
som~ inputs can be substituted for others. This can be illustrated 
by a,/simple example. Assume that an industry is a large consumer 
of s~eel, but that on technological grounds it could just as easily 
use aluminum. If steel prices rise significantly during the period 
cov~red by the forecast, while aluminum prices remain stable (or 
possibly decline), this industry will substitute aluminum for steel. 
It is,i not necessary for the industry to make a complete switch 
from steel to aluminum in order to affect the input coefficients. 

I 

But /if its purchases of steel decline substantially and there is a 
corresponding rise in aluminum purchases, it is clear that the 
input coefficients in this industry's column and the steel and 
alunhnum rows will change. 

This illustration assumes that the table is sufficiently dis
aggre11 gated to have separate rows and columns for the aluminum 
and steel industries. In a more highly aggregated table, which 
mig~t include steel and aluminum iii the same industry group, 
ther!! would probably still be a change in the input coefficient as a 
resu~t of the substitution, but the effects would be smaller than 
those in a more disaggregated table in which the steel and 
alu~inum industries are considered separately. 
~nother substitution that might affect input coefficients is that 

of capital for labor. Even if we assume no change in technology, 
it iS possible that firms will substitute machinery for labor if 
labdr costs rise rapidly while the cost of capital does not change 
significantly during the projection period. When more machinery 
and I tess labor is used, a number of input coefficients can be 
affetted. The relative share of total payments to households may 
be ~xpected to decline; and when more machinery is used the 
inpJts of electric energy may be expected to rise. While it is easy 
to Jxaggerate the effects of such substitutions on input coef
ficidnts over short periods of time, they would have to be taken , 
int, account in making a long-term projection. 

I 
! 

I 
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The appearance of new industries. A long-term consistent 
forecast might be thrown off to some extent by the appearance of 
one or more new industries during the projection period. The 
rapid growth of the computer "industry" during the 1950s can 
be used to illustrate this point. If an input-output projection of 
the U.S. economy to 1960 had been made in 1950, assuming no 
change in technical coefficients, it would have failed to pick up 
the effects of the rapid growth of this new form of economic 
activity. Such a forecast would also have failed to register the 
effects of the rapidly growing space "industry." 

The input requirements of the computer industry might not 
differ too radically from those of its predecessor, the "business 
machines" industry. Hence, a more aggregated projection of final 
demand for business machines might still have resulted in a use
ful consistent forecast. The rapid growth of the missile industry 
during the 1950s, with a relative decline in some parts of the 
aircraft industry, would have been much harder to project in 
1950, however. Thus, a ten-year input-output forecast of the 
U.S. economy made in 1950 would no doubt have overstated the 
growth of the aircraft industry and would have understated the 
expansion of the missile "industry." Needless to say, such un
expected developments affect all types of forecasting. This does 
not mean that forecasting should be abandoned because such 
developments cannot be foreseen. What it does mean is that when 
some new form of economic activity appears on the horizon 
earlier forecasts should be adjusted to take into account th~ 
effects of impending changes. The input-output model is suffi
ciently flexible and adaptable to allow for the introduction of 
such changes. 

The effects of technological change 011 technical coefficients. 
One of the earliest criticisms of the input-output technique was 
that it assumed "fixed" technical coefficients whereas over a 
sufficiently long period of time new technological developments 
are bound to affect input patterns. But the effects of technological 
change on input coefficients can be handled more easily within 
the general framework of input-output analysis than the other 
types .of changes mentioned above. The criticism that input 
coefficients are not "fixed" is not a serious one. What it means 
however, is that in making long-term forecasts one cannot rei; 
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upon: a static input-qutput model. While dynamic input-output 
anal:,.:sis is still in its1 early stages, significant progress is being 
mad~. Dynamic mod~ls are much more complex than the static 
model discussed in this book, and no effort has been made to go 
into dynamic input-o~tput analysis in detail. An example of how 
the ~tatic model can :be adapted to take into account the effects 
of technological change, and thus used for making long-term 
projections, will be discussed in Chapter 6. And research is now 
under way which, i( is hoped, will lead to improved dynamic 
mod~ls. 6 Operational dynamic models will not only improve the 
accuracy of forecasts, but will permit projections to be made for 
longer time periods. ; 

M:eanwhile, static 'input-output models are being used to make 
sholit-term forecasts~ and the effectiveness of this technique has 
been demonstrated. Perhaps the outstanding example is the use 
of consistent input-output forecasts as part of "indicative plan
ning" in France. Th~ French experience with indicative, or non
coe.;cive, planning has attracted worldwide attention. In some 
ways, indicative pla~ning is a misnomer. The French economy is 
not centrally planned; that is, the French government does not 
establish production: targets which must be met by all enterprises. 
On the contrary, the French economy is one in which resources 
are .:allocated and incomes are distributed largely by the market 
mechanism as in the United States. 

What does happen is that the French Planning Commission 
makes detailed proj~ctions of output for the French economy for 

: ' 

a specified future 'period.7 An input-output model plays an 
' ! 6 Wassily Leontief, "Qynamic Analysis," in Wassily Leontief, eta/., Studies in 

tire Structure of tire American Economy (New York: Oxford University Press, 
1953), pp. 53-90; Clopper Almon, "Consistent Forecasting in a Dynamic Multi
Sector Model," Tire Review of Economics and Statistics, XLV (May 1963), pp. 
148';..62: Almon, "Numerical Solution of a Modified Leontief Dynamic System 
for •Consistent Foreca~ting or Indicative Planning," Econometrica, XXXI 
(October 1963), 665-78! Almon. "Progress Toward a Consistent Forecast ofthe 
American Economy in 11970." paper presented at the Conference on National 
Plarining, University of Pittsburgh. March 24-25. 1964 (mimeographed): Anne P. 
Ca~ter, "Incremental ~low Coeflicients for a Dynamic Input-Output Model 
with Changing Technolpgy," in Tibor Barna (ed.), Structural Interdependence 
and Economic Deve/oprnent (New York: St. Martin's Press, 1963), pp. 277-302: 
Per' Sevaldson, "Changes in Input-Output Coefficients," idem, pp. 303-28. 

7 See Frenclr and Otlrer National Plans .for Economic Growt/r, European 
Committee for Ec~nomic and Social Progress (CEPESl (New York: Committee 
for 

1 
Economic Development, 1963). For a discussion of the genemlly favorable 

attitude of French busi~essmen toward indicative planning see "Planning Debate 
Comes to the U.S.," Business Week (May 25, 1963), 140-44. 

' 
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i~portant part in this forecasting procedure. In essence, a de
~atled forecast ~f fin~l demand is prepared, and from this pro
Jected levels of mtenndustry transactions are computed as in the 
example given earlier in this chapter. The final demand for auto
mobiles is projected, for example, and from the input-output 
~orecast, the French steel industry can determine how an increase 
~n automobile production will affect its output. The coal industry, 
m turn: can then see how its production will be affected by the 
expanston of steel output. The effects of anticipated changes in 
~nal demand on each industry can be traced back, through the 
mput-output table, to all other industries. 
~onsistent forecasting provides an important guide to public 

poltcy-makers. But such forecasts are also extremely useful to 
the management of an individual enterprise. The director of a 
firm will usually have a pretty good idea of his share of the total 
market the firm serves. He will also know whether his share of 
th~ market is gro~ing, declining, or remaining relatively constant. 
Gt~e~ an ~ccurate ~orecast of the total sales his industry can 
anttctpate m a particular year- intermediate sales as well as 
~nal sales.- the manager of the firm will be in an excellent posi
tion to ~djust to the market changes which have been projected. 

Consistent forecasting as it has been practiced in France has 
been quite successful. The French businessman feels somewhat 
~ess uncertain a?out future market prospects than his counterpart 
m other ~ountnes where such information is not available. It is 
also posstble that the forecasting procedure itself contributes to 
~he realization of projected output levels. Since each enterprise 
m a market e~onomy is dependent upon the levels of activity in 
other e~ter~nses, th~ reduction of uncertainty can contribute to 
the rea.ltzatton of projected output levels. There is some evidence 
th~t t~1s ~as been the case in France, and that part of the success 
of md1cattve planning in that country is a result of the availability 
of more accurate mark~t forecasts than was true in the past. 

It ~hould be emp~as1zed that there is no need for any kind of 
plannmg-noncoerctv~ o~ .otherwise-for consistent forecasting 
to be use~ul. The avaJiabtltty of an accurate consistent forecast 
would be just as helpful to businessmen in the United States as it 
h.as been to businessmen in France. Efforts to provide a con
st~tent .forecast of the United States economy will be discussed 
bnefly m a later chapter. 
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impact or Multiplier Analysis 
,, 
I 

Ec6nomists have long been interested in measuring the total 
impa¢t upon employment, income, and output resulting fro~ a 
given' change in investment. One of the more useful analyt1~al 
techrtiques developed by J. M. Keynes, based upon the earher 
work' of R. S. Kahn, was that of the multiplier. Since Keyne.s 
dealt:' in broad aggregates, his income and employment mu.ltJ
plied were also highly aggregat~d: Keyn.es pointed out that 1f a 
certain amount of income were mJected mto the economy, con
sum~r spending would rise although by an amount less than the 
inje~tion of income. The proportion of added income spent ~y 
conwmers became someone else's "new" income. The latter, m 
turn! spent some fraction of their additional in~ome, and ~his 
procedure continued through several "rounds of spendmg. 
Keyhes noted that if the marginal propensity to consume- that 
is t:he difference between two successive levels of consumer 
s~eqding associated with two successive levels ofinc?me-could 
be measured the income multiplier could also be estimated. The 
apptoximate' total addition to national income which would r~
suldrom a given injection of "new" income would be the multi
plier times this income increment.8 

• 

The concept of an aggregate multiplier is a useful one, and 1t 
plays an important role in public policy decisions. This concept 
was used, for example, in determining the size of the tax cut 
which followed enactment of the Revenue Act of 1964. 

Aggregative multipliers are useful analytical tools, but they do 
noti show the details of how multiplier effects are worked out 
thrJughout the economy. And at times economists and business
meh are more interested in the details than in the over-all impact. 
Assume for example, that a decision has been made to stimulate 
ecdnomlc activity by means of investment in public works. There 
will be an immediate impact on the construction industry, but 
how will the effects of stepped-up construction activity ramify 
throughout the economy? Or consider the case of changes in 
int~rnational trade: If import restrictions on certain products are 
relaxed, how will changes in the pattern of international trade 

SF or a discussion of ~he aggregate multiplier concept •. see Dudley Dill~rd, Tile 
Economics of John Maynard Keynes (Englewood Chffs, N.J.: Prent1ce-Hall, 
Inc., 1948), pp. 85-100. 
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affect specific industries? In a similar vein, what ellects will a 
reduction in defense spending have upon the economy as a 
whole? The impacts on the industries most directly affected can 
be measured with little difficulty. But when one recognizes the 
interdependence of economic activities, it is apparent that the 
total impact will not be limited to those industries directly 
affected. 

In this section, we will discuss sectoral multipliers which are 
derived from an input-output model. The first step in the develop
ment of sectoral multipliers is to "close" the basic transactions 
table with respect to households. This has been done in Table 
3-3, which is the original transactions table (Table 2-1) with 
households (row and column H) moved into the processing sector. 
Table 3-3 also differs from Table 2-1 in that the payments and 
final demand sectors (now minus households) are shown as a 
single row and column. In other respects, the basic transactions 
table remains unchanged. 

TABLE 3-3 

Transactions Table with Households Included in Processing Sectors 

Sector Purchasing 
Final Total 

Demand Gross 
A 8 c D E F H Output 

A 10 15 1 2 5 6 14 11 64 

8 5 4 7 1 3 8 17 14 59 

c 7 2 8 1 5 3 5 9 40 

D 11 1 2 8 6 4 4 3 39 

E 4 0 1 14 3 2 9 7 40 

F 2 6 7 6 2 6 8 9 46 

H 16 18 7 5 7 9 1 9 72 

Payme/lts 
9 13 7 2 9 8 14 Sector 

. -'---

Total 
Gross 64 59 40 39 40 46 72 

Outlays 
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In 'the original transactions table, it was not necessary for the 
sum 'or the household row to equal the sum of the household 
colurlm. It will be recalled that the only restriction in that table 
was that the sum of all final demand columns had to equal the 
sum pf all rows in the payments sector. When any row and its 
corresponding column are moved into the processing sector, 
how~ver, the sum of the row entries must equal the sum of the 
colurim entries. Thus, in moving the household row and column 
into the processing sector. it was necessary to reconcile the row 
and column totals by adjusting some of the other entries in the 
final demand and payments sectors. In making this reconciliation 
in the hypothetical table the smaller (column) total was chosen. 

After the transactions table has been closed with respect to 
households, a new table of technical coefficients must be com
puted. Table 3-4, which corresponds to Table 2-2, gives the 
input coefficients associated with the new transactions table. The 
coefficients in the first six rows and the first six columns are 
iden~ical with those given in Table 2-2. Note, however, that the 
household coefficients are quite large in. the first six columns and 
quite small in the seventh. This indicates that labor inputs are 
important in the processing sector, but that there are small inputs 

A 

B 

c 
D 

E 

F 

H 

TABLE 3-4 

Input Coefficient Table Including 
Households in Processing Sector 

Direct Purchases Per Dollar of Output 1 

A B c D E F 

16c 26c 3c 5c 13c 13c 

8c 7c 18c 3c 8c 18c 

llc 4c 2lc 3c 13c 7c 

17c 2c 5c 21c 16c 9c 

6c 0 3c 36c 8c 4c 

3c llc 18c 15c 5c 1'3c 

25c 32c 18c 13c 18c 20c 
1 Rounded to nearest cent. 

H 

l9c 

24c 

7c 

6c 

12c 

llc 

lc 

~) 
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from households to households where such transactions would 
largely be limited to domestic help. 

When a transactions table is closed with respect to households, 
one of the important characteristics of the processing sector 
industries becomes apparent, namely their relative labor intensity. 
Our hypothetical table shows, for example, that industry B is quite 
labor-intensive. It utilizes 32 cents worth of labor inputs for 
every dollar of output. Industry 0, however, uses much less 
labor- its labor input amounts to 13 cents per dollar of output. 
This would be a capital-intensive industry in the hypothetical 
model. 

The next step in making an input-output multiplier analysis is 
to compute the direct and indirect requirements per dollar of final 
demand for the new system which includes households in the 
processing sector. The procedure for doing this is exactly the 
same as that briefly described in Chapter 2 (and discussed in 
mathematical terms in Chapter 7). The problem is the same- that 
of finding a general solution to the new transactions table by com
puting a transposed inverse matrix of the difference between 
Table 3-4 and an identity matrix. The results of this operation 
are given in Table 3-5. Each entry in this table shows the total 
dollar production directly and indirectly required from the 
industry at the top of the table per dollar of deliveries to final 

A 

B 

c 
D 

E 

F 

H 

TABLE 3-5 

Direct and Indirect Requirements Per Dollar of Final Demand 
with Households Included with Processing Sector 

A B c D E F H 
·-

1.992669 .798831 .608516 .781989 .656877 .632756 1.232486 

1.053592 1.745810 .483929 .555901 .497985 .635246 1.212641 

.828823 .889082 1.680955 .578114 .519785 .765752 1.131703 

.940778 .785017 .567515 1.894111 1.019691 .798795 1.195729 

.905022 .750192 .600672 .723617 1.626740 .617691 1.105895 

.955246 .870436 .531722 .648535 .572789 1.703084 1.158277 

.978913 .875536 .522263 .599521 .613559 .645994 1.965217 

Each entry shows total dollar production directly and indirectly required l'rom 
mdustry at top per dollar of deliveries to linal demand by industry at lert. 
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demand by the industry at the left-hand side of the table. We use 
the lterm industry loosely here to include households. 

T]here is one striking difference between Table 3-5 and its 
eart

1

ter counterpart, Table 2-3. In the original table, all of the 
nu,bers along the diagonal from the upper left to the lower 
rig~t are greater than one. All other numbers in that table are less 
than one. In Table 3-5, we note again that all numbers along the 
dia~onal are greater than one, but so are those in some of the 
other cells, including all of the entries in column H. 

tXII tables of direct and indirect requirements per dollar of final 
derrtand have diagonal entries greater than one because in the 
genbral solution of the system of equations the output of each 
ind~stry is increased by one dollar.9 Typically, however, large 

I 
entties off the diagonal, such as those in column H of Table 3-5, 
are I found in the table of direct and indirect requirements only 
when households are moved into the processing sector. 

The relatively large numbers in column H of Table 3-5 are not 
pa~icularly realistic. Their size stems from the fact that the 
numbers which were arbitrarily inserted into the original trans
actions table gave a larger weight to household inputs than would 
ordiinarily be the case in a model based upon actual data. Even in 
a model based on actual data, however, some of the entries in the 
hoJsehold column of the table of direct and indirect requirements 
(wllen households are included in the processing sector) will be 
grehter than one.10 

~rom the data in Table 3-5, it is now possible to compute in
come multipliers for the industries included in the processing 
secitor of the original transactions table (Table 2-1 ). Various 
ty~es of multipliers can be computed, and two of these are 
illustrated by Table 3-6. The illustrative multipliers in this table 
haJe been computed by the methods used by Hirsch in his input
ou~put study of the St. Louis metropolitan area. The multipliers 
and the details of their calculation are given in Table 3-6. 

I 
9This is accomplished by subtracting the table of direct coefficients from an 

ide~tity matrix. The latter is a matrix which has ones in every diagonal cell and 
zer9s everywhere else. For further discussion of this point see Chapter 7. 

1~See for example Werner z. Hirsch, "Interindustry Relations of a Metro
politan Area," Tlte Review of Economics and Statistics, XLI (November 1959), 
tab.e opposite page 368 . 
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The Type I multiplier is sometimes referred to as a "simple" 
incqme multiplier sililce it takes into account only the direct and 
inditect changes in income resulting from an increase of one ,, 

doll~r in the output of all the industries in the processing sectors. 
Th~: Type II multiplier is a more realistic measure which takes 
into,iaccount the direct and indirect effects indicated by the input
output model plus the induced changes in income resulting from 
incrbased consumer spending.11 Thus for each sector the Type II 
mul~iplier will always be larger than its Type I counterpart. 

T're details of the calculations of each column in Table 3-6 are 
given in the footnotes to the table and need not be repeated here. 
It should be noted, however, that to compute the direct and in
dirept income changes shown in column 2, both the original table 
of direct and indirect effects (Table 2-3) and the households 
coe~cients taken from the table of technical coefficients with 
households in the processing sector (Table 3-4) are used. Each 
row/ entry in the original inverse table is multiplied by the corre
spording household coefficient of Table 3-4. These products are 
then summed to get the entries in column 2 of Table 3-6. The 
rem~ining entries in this table (except column 5, which is taken 
dirtf:tly from Table 3-5) are computed as indicated in the 
footnotes. 

What do these multipliers show? First, they reveal that different 
amdunts of income are generated by different sectors of the 

I • 
ecopomy even tf we assume that each sector expands its output 
by the same amount. The Type I multipliers are limited to the 
dir~ct and indirect effects on income of a given change in output, 
but !the Type II multipliers also show "the chain reaction of inter
indl/stry reactions in income, output, and once more on consumer 
expfnditures. "12 

l]he greater the degree of interdependence within the economy, 
or conversely the lesser its dependence on imports, the greater 
wml be the direct income changes. Because of this, income multi
pliers for the United States will be larger than those for an indi
vid*al state.l3 It does not follow, however, that large direct in-

1 

11 $ee F. T. Moore, "Regional Economic Reaction Paths," American Economic 
Rev{ew, XLV (May 1955), 139-40. 

12}\'erner Z. Hirsch, op. cit., p. 364. 
13Moore, op. cit., pp. 138-39. 
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~orne chang~s are associated with large multipliers. For example, 
mdustry B m our hypothetical model is quite labor-intensive, 
w?ile industry D is capital-intensive. A labor-intensive industry 
Will produce a larger direct income change than one which is 
capit~l-inte_nsive (see the entries in column I, Table 3-6). But by 
the t1me d1rect and indirect income changes are taken into ac
cout~t, these differences might be eliminated or reversed (see the 
entnes for B and D in column 2 of Table 3-6). The Jabor
~ntensive industry in our example showed the larger direct 
mcome change, but the reverse is true when we examine indirect 
inc~me changes. Thus even in the "simple" or Type 1 multiplier, 
the mcome effects of the capital-intensive industry are larger than 
those of the labor-intensive industry. The reasons for this are 
fairly clear. An industry which uses a great deal of labor but not 
many other inputs wiU probably have fewer interactions with 
other industries than one which utilizes a considerable amount of 
capital equipment. When an industry which uses a great deal of 
.-;apital expands its output the "chain reaction" this sets off will 
spread throughout many sectors of the economy. 
. There are. s?me technical problems involved in computing 
m~om~ multtphers which can only be mentioned briefly here. 
Ft_rst, tt should be noted that most empirical input-output multi
pliers h~ve been local or regional, and among the problems in
volved 111 conducting regional input-output studies are those 
resulting from the lack of data on consumer spending patterns for 
small area~. In computing his Type II income multipliers, Hirsch 
assumed th~t ~hanges in consumer spending were proportional 
to_ changes 111 111come. And he fully recognized that because of 
!Ius assumption he had overstated the i.ncome effects of changes 
m final demand. In a similar study, Moore and Petersen computed 
sect~ral consumption functions.l4 Because they were unable to 
~bta111 data for the area they studied (Utah), national consump
tion ~gures were used to compute the sectoral consumption 
functions for the state.15 In addition, because of data limitations, 

. ~4 A co~su?1ption fun~tio~ is an equation which shows the proportion of an 
mcre?se _m mcom_e wh1ch 1s spent on con~umption. A sectoral consumption 
~unction .'s one wh1ch shows how much of a g1ven change in income will be spent 
m a particular sector. 
• 

15
Frederick T. Moore and James W. Petersen, "Regional Analysis: An lnter

mdustry Model of Utah," The Review of Economics and Statistics XXXVII 
(November 1955), 376-77. ' 
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their consumption functions were much more aggregated than 
thejr basic input-output model. 

lFhis is not a criticism of the Hirsch and Moore-Petersen 
studies. The authors are fully aware of the limitations of their 
corisumer data, and specifically point out the effects which their 
ass~mptions, or the use of national data, had on the regional 
multipliers they computed. Finally, one should not exaggerate 
the:: limitations of sectoral multipliers computed from regional 
inwt-output models because of the underlying assumptions 
abdut consumer behavior. For many analytical purposes they 
arel more useful and revealing than aggregate multipliers which 
rel~te only to the economy as a whole. 

I 

II Employment Multipliers 

There are times when the analyst is interested in measuring 
th~ employment effects of a change in demand as well as the 
indome effects. Once an input-output table has been constructed, 
it lis possible to compute employment multipliers, although 
different methods are employed than the one described above for 
coinputing income multipliers. Two methods for computing 
e~ployment multipliers will be described briefly in this section, 
although illustrative examples will not be given since the basic 
cohcepts are the same as those described in the previous section. 

I 
The Jsard-Kuenne method. This is ·a method for computing 

eniployment multipliers used to project estimated total employ
m~nt in the Greater New York-Philadelphia region as a result of 
th~ expansion of the steel industry in the area.16 Computationally, 
this method is related to the iterative technique for obtaining 
estimates of the direct and indirect requirements per dollar of 
sales to final demand discussed briefly in Chapter 2, and de
scribed in detail by Chenery and ClarkP 

fWalter lsard and Robert E. Kuenne, "The Impact of Steel Upon the Greater 
New York-Philadelphia Industrial Region," The Review of Eco11omics ami 
Stdtistics, XXXV (November 1953), 289-30 I. For another application of this 
teqhnique, involving a different industry and region, see Ronald E. Miller, "The 
lmjJact of the Aluminum Industry on the Pacific Northwest: A Regional lnput
~~b~~~ Analysis," Tile Review of Eco/lomics a11d Statistics, XXX I X (May 1957), 

~7 Hollis B. Chenery and Paul G. Clark, lllterillduslly Economics (New York: 
John Wiley & Sons, Inc., 1959), pp. 28-29. 

. I 
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Employment Multiplier01 

lsard and Kuenne base their approach on the "agglomeration 
effect" of the location of a new industry in an area. This is a term 
taken from location theory, and it refers to the clustering of 
various kinds of economic activities in the general vicinity of a 
newly located firm in a basic industry. It is economical for 
establishments in some industries to locate near the source of 
supply of their raw material if this raw material is heavy and 
bulky with relatively high transport costs. If the firm also expects 
to find a substantial market for its products close to its raw
material source, there will be an even stronger tendency toward 
agglomeration.l8 In the case of a new steel mill, various types of 
steel-fabricating establishments tend to be attracted to it. Ex
amples include manul~1cturers of tinware, hand tools, agricultural 
machinery, metal-working machinery, business machines, and a 
wide variety of other products which contain substantial quantities 
of steel and in which there is a significant amount of"value added" 
by the manufacturing process. 

The first step in the lsard-Kuenne analysis was to estimate the 
agglomeration effect by analyzing the clustering of establishments 
around a similar basic installation in other areas with some of the 
characteristics of the region under study. The next step was to 
estimate the shifts in production that would occur between older 
areas and the .one in which the new facility was being located 
because of the shift in markets which was expected to occur. 
Following this, estimates of production-worker employment were 
made for each of the "satellite" industries which were expected 
to be attracted to the new basic industry. Up to this point, the 
analysis depended heavily upon location theory and informed 
judgment. 

The next step was to estimate the "bill of goods" which would 
ha~e to be furnished to the area. This consisted of all inputs 
which would be absorbed by the basic industry plus the inputs or 
the "satellite" industries which would be attracted to it by the 
agglomeration effect. This is the point at which input-output 
analysis was introduced into the study. To construct the bill of 
goods an. il~put-output table with households in the processing 
sector (s1m1lar to Table 3-3) was required: Each of the coef-

180~wiously not a!l of the output of a firm using the heavy and bulky raw 
mate nat can b~ sold m a local market, but the firm will still have a strong incentive 
to locate near 1ts source of raw materials to economize on transport costs. 
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ficie~ts in this table was multiplied by the dollar volume of its 
expehed production derived from the employment. estimates 
mentioned above. This was done for both the baste and the 
"satellite" activities to obtain the total initial input requirements. 
Following this, the minimum input requirements to be produced 
in tlie area were estimated. There is no precise formula for the 
estitriation of local area input requirements. The figures were 
derited by Isard and Kuenne by again relying upon location 
theory and informed judgment. 

After all the estimates had been made, a table was constructed 
Iistirlg the basic industry and all other industries (including the 
new/"satellite" industries) in the area in a column_ This was 
followed by a column showing the total input requirements, and 
a setond column showing the percentage of input requirements 
whidh would be produced in the area. The employment multi
plie~ was then derived by computing a series of "ro~nds of 
expansion." The first round was computed by applymg the 
perdentage of input requirements to be produced in the area to the 
total input requirements. This procedure was applied successively 
unti\ several "rounds" had been computed. Even with the appli
cati<j>n of a constant percentage or input requ ircment.s f~-om the 
local area, each of the new "rounds" tended to be stgntficantly 
smaller than the one before.'9 After each of the "rounds" had 
bee~ computed, they were a~ded together lt~ ?blain the "sum of 
round expansions." From thts the total addttton to employment 
wasjderived on the basis of earlier relationships between employ
ment and production. 

IJard and Kuenne estimated that the new steel mill would 
emJtoy about II ,700 workers. The agglomeration effect was 
exp~cted to attract nletal-fabricating establishments which would 
em~loy an additional 77,000 workers. Thus an estimated 88,700 
ne~ jobs were expected in the area as a direct resul.t ~f the new 
steel mill. But on the basis of their ~~1ployment multtp_hers, lsard 
and I Kuenne estimated that an addtttonal 70,000 new JObs would 
opep up in the area due t~ the indir~ct effects of the ~xpansion of 
the ibasic steel industry m the regiOn. Thus the esttmated total 

I 

19~nly six "rounds" (plus some extrapolation) were required to estimate the 
totafi expansion of input requirements due to the location of the new steel mill 
in this area. 

I 
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employment impact on the area amounted to about 158,700 new 
jobs.20 

The lsard-Kuenne method can be used if an up-to-date input
output table is available so that the input requirements for the 
basic and "satellite" industry can be obtained. When this method 
is applied to a region, it further assumes that the coefficients of a 
national table apply to the area being analyzed. More will be 
said about this assumption in the next section. 

The Moore-Petersen method of computing employment 
multipliers. The lsard-Kuenne method was devised to measure 
the total employment impact on a region resulting from the loca
tion of a new basic industry in that area. It makes use of national 
coefficients to estimate the inputs of both the basic industry and 
the satellite industries expected to cluster around the former. 
There is no alternative to this approach since the lsard-Kuenne 
method was designed to project the total employment in pact of a 
new basic industry on an area. Even if close estimates of total 
employment in the basic industry had been available at the time 
of the analysis, there would have been no data on the "satellite" 
industries since such industries move into an area only t~(ter the 
basic industry is in operation. Thus the lsard-Kuenne method is 
limited in its application to the specialized situation discussed 
in the preceding section. 

The Moore-Petersen method can only be used if a regional 
model, with regional coefficients, is available.21 It is, however, a 
more general model designed to provide estimates of total 
regional' employment effects, industry by industry, due to a 
change in final demand for the output of one or more industries 
in the region. 

The Moore-Petersen employment multipliers are based upon 
employment-production jimctions which are computed lor each 
industry in the table. The employment-production function 
measures the relationship between total employment (in man
years) in each industry and the gross output of that industry 
expressed in millions of dollars. In their Utah study, all of the 
production functions computed by Moore and Petersen were 

20 For the detailed results of the multiplier estimates see lsard and Kuenne, op. 
cit., p. 297. 

21For a complete discussion see Moore and Petersen, op. cit., pp. 377-79. 
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line~r; that is, they are simple equations which state that changes 
in etpployment are proportional to changes in output. The slopes 
of the employment-production functions are different, however, 
whiGh tells us that employment in some industries will rise more 
than: in others if we assume identical changes in the gross outputs 
of ~II industries. The slope of each employment-production 
fun9tion, which measures the rate of change of employment as 
out~ut changes, is used to measure the direct change in employ
men~ associated with a one-million-dollar change in final demand. 

Tb obtain the direct plus indirect effects, each of the direct and 
indi~ect coefficients (see Table 2-3) is multiplied by the appro
pria~e employment function (the number representing the slope 
of each employment-production function), and the results are 
addcld across each row of the table. This gives the direct and in
dire~t employment effects of a change in final demand of one 
milli:on dollars in each industry. A set of "simple" interindustry 
employment multipliers for the region -analogous to the Type I 
inco~e multipliers-are then obtained by dividing the direct plus 
indi~ect effects by the direct effects only. 

To measure the direct, indirect, and induced employment 
charlges- similar to the Type II income multipliers-Moore and 
Petdrsen used both their employment-production functions and 
the lset of consumption functions mentioned earlier. Like the 
employment-production functions, their consumption functions 
are linear; they state that changes in consumption are proportional 
to c~anges in income.22 

T~e logic behind the linking of consumption changes and 
employment changes is as follows. An initial change in final 
demhnd will lead to direct plus indirect changes in output, and 
thes~ lead to the employment changes described by the "simple" 
emPloyment multiplier. The change in employment, in turn, leads 
to a phange in income, and hence to a change in consumer demand. 
Eacr of these changes sets off a "chain reaction" which leads to 
furt~er adjustment in output, employment, income, and con
sumfr demand, with each "round" of new effects being smaller 
than

1 

the one before. In a manner similar to that used by lsard and 
Kuerne, it is then possible to estimate the total employment 

I 
22 qnly one of the consumption functions is both linear and lwmogeneou.l'; that 

is, w~en this consumption function (for utilities, trade, and service) is plotted on a 
graph, the straight line goes through the zero origin. 
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change by computing a number of successive "rounds" of changes 
in output, income, consumer spending, and employment. The 
results are estimates of the direct, indirect, and induced employ
ment changes resulting from a given change (up or down) in 
output for each industry included in the table. The final step is to 
compute the total employment multiplier by dividing the direct, 
indirect, and induced employment changes by the direct employ
ment changes only. Because the induced effects have been added 
to direct and indirect effects, the total multiplier for each industry 
will always be larger than the "simple" multiplier described 
briefly above. 

Feasibility Tests and Sensitivity Analysis 

The advantages of consistent forecasts to the business com
munity were discussed earlier in this chapter, where it was also 
noted that such forecasts can be useful to public policy-makers. 
For example, consistent forecasts are basic to sensitivity analysis, 
and they can be used in making feasibility tests. The objective of 
a sensitivity analysis is to determine those elements or com
ponents of the economy which are more sensitive than others to 
alternative patterns of growth. This is one of the reasons that a 
series of economic growth studies is now being conducted by the 
U.S. Department of Labor, in cooperation with other government 
agencies and private research organizations.23 The Department 
of Labor is making a series of five- and ten-year consistent pro
jections, based upon alternative assumptions about rates and 
patterns of economic growth, to assist the federal government in 
developing ~wd implementing various national economic policies. 

The specific objectives of this program are the construction of 
an economic framework for: (I) developing estimates of employ
ment. i~1 considerable occupational and industrial detail, and (2) 
provtdmg the basis for evaluating the effects of various long
range government programs on the rest of the economy. Among 
these are public works, farm programs, defense expenditures, the 

23 Although the bulk of the work on this project is being conducted by the 
Department. of Labor, ~m interagency planning and coordinating committee has 
b~en established ~o gutde the program. The economic growth studies will be 
discussed further m Chapter 6. 
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' 
space program, urban renewal, and the economic effects of 
disa~mament. 

The long-term economic growth studies are based upon various 
assuPtptions about levels of employment and unemployment. 
Sinc1e one policy objective of the federal government is that of 
mairhaining full employment, one set of projections will assume 
that: this goal has been reached. It will then be possible to de
termine the levels of economic activity which will be required in 
the ~arious industries and sectors of the economy to maintain 
this !state. 

T?e sensitivity studies will include analysis of the effects of 
change in foreign trade patterns on domestic employment and 

I 

proquction, and the expansion of various types of public works 
programs. Closely allied to sensitivity studies are various kinds 
of f~asibility tests. A question might be raised, for example, about 
the feasibility of achieving a certain level of employment by a 

I 

givep target date. What will this involve in terms of final demand 
and 1 interindustry relationships? What bottlenecks, if any, are 
likely to be encountered as an economy moves from a position of 
rela~ively high-level unemployment to full employment? In 
analYzing these and other problems, still other questions might 
be r~ised: Will the resources be available domestically to achieve 
the rproduct-mix" of a projected level of final demand? If not, 
what implications will this have for international trade? 

Ope of the characteristics of a dynamic economy is that its 
basic structure changes over time. In the American economy, for 
exad,ple, the long-term trend of employment in agriculture has 
beerl steadily downward. Because of rapid advances in produc
tivitY, employment in the goods-producing sectors of the economy 
has Increased only slowly. The major gains in employment have 
beerl in the trades and services, and in government- particularly 
stat~ and local government. In making a useful long-term con
siste:nt forecast of an economy, it is necessary to take such major 
shiftk into account. It is also necessary to consider projected 
incrJases in productivity ami, if possible, the effects of relative 
chaqges in prices. The long-term projections being made by the 
Deprrtment of Labor and other cooperating governmental 
age9cies and private research organizations will be based upon 
the i

1

nterrelationships of demand, production, resources, income, 

I 

I 
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and prices. The task is a formidable one. Even if there are errors 
in the projections (and there undoubtedly will be), the results 
should prove useful. They will provide guidelines to policy
makers-as well as to businessmen-who must prepare to meet 
the changes in the economy anticipated during the coming 
decade. 
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4 Regional and Interregional 
Input-Output Analysis 

The initial development of input-output theory, and the early 
empirical work in interindustry analysis, was national in scope. 1 

Since the end of World War ll, however, there has been a great 
deal of interest in regional economic analysis. And as Charles 
Tiebout has said: "lt is not too much of an overstatement to say 
that post-World War ll regional research has been almost com
pletely dominated by regional applications of input-output models. 
Whatever the form of the variations, the basic input-output theme 
is present."2 This interest in regional input-output analysis is not 
surprising. There has been a strong emphasis on quantitative re
search in economics since the end of World War II, and the 
input-output model lends itself readily to regional and inter
regional applications. ln this chapter, we can only touch upon 
the major developments, and refer primarily to those studies 
which have contributed something new to the development of 
regional and interregional input-output theory or to the empirical 
implementation of input-output models. Some of the applications 
of input-output analysis discussed in the preceding chapter
notably the development of income and employment multipliers 
-have regional as well as national applications. l n fact, most of 
the work on sectoral income and employment multipliers has 
been at the regional rather than at the national level. Some other 

1 See Wassily Leontief, Tile Struc/1/re c~f' American Economy, 1919-1939 
(New York: Oxford University Press, 1951 ). 

2 Charles M. Tiebout, "Regional and Interregional Input-Output Models: An 
Appraisal," Tile Soutllem Economic Joumal, XXIV (October 1957), 140. For a 
listing of regional and interregional studies in the United States and other coun
tries, see Charlotte E. Taskier. Input-Output Bibliography 1955-1960 (New 
York: United Nations, 1961 ), pp. 52-66, and Input-Output Bibliography 1960-
1963 (New York: United Nations, 1964), pp. 27-40. 
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applications will be developed in the following sections, and some 
of the problems unique to regional input-output analysis will be 
discussed briefly. 

Interregional and Multir"egional Input-Output Analysis 

There are a number of variations of input-output analysis at the 
regional level, and input-output studies with a regional orienta
tion can be classified in a number of ways. One major distinction 
is between interregional (or multiregional) models and regional 
models. In the former, a single model includes more than one 
region, while regional models are similar to national models 
except that they cover a smaller geographic area. In this section 
we will be concerned only with models of the interregional or 
multiregional variety. 

A further distinction can be made between balanced regional 
models and what have been called pure interregional models. A 
balanced regional model is constructed by disaggregating a 
national input-output table into its component regions. The pure 
interregional model is implemented by aggregating a number or 
regional tables, and the latter may or may not include all the 
regions in the national economy.3 As lsard has pointed out, 
however, "the two models should not be viewed as alternatives. 
Rather they are complements. The Leontief balanced regional 
model is particularly useful for determining regional implications 
of national projections; the pure interregional model, for deter
mining national implications of regional projections."4 The 
principal applications of interregional input-output models, of 
both the balanced and pure varieties, are in making regional 
balance of payments studies and interregional flow studies. In 
both kinds of studies, the economic system is described in terms 
of interdependent industries and of interrelated regions.s 

3 For an illustration of a balanced regional model, see Wassily Leonticf, "Inter
rcgional Theory," Swdies in the Structure c~f'the American Economy (New York: 
Oxford University Press, 1953), pp. 93-115. An example of a pure interregional 
model is given by Walter lsard in "Interregional and Regional Input-Output 
Analysis: A Model of a Space Economy," The Review c~f' Economic.\· and Sta
ti.vtic.v, XXXIII (November 1951 ), 318-28. 

40p. cit., p. 318. 
5 Wassily Leontief in collaboration with Alan Strout, "Multircgional Input

Output Analysis," in Tibor Barna (ed.), Structural lnterde(Jemlence and Eco
nomic Development (New York: St. Martin's Press, 1963), p. 119. 
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Interregional input-output models are more complex than 
either national or strictly regional models. This is because two 
kirl'ds of interdependence- interindustrial and interregional
m~st be blended. One consequence of this complexity is that the 
int~rregional input-output tables constructed thus far have been 
rather highly aggregated. This is not so much because of compu
tat'lonal problems, although these are formidable, but rather 
beeause the detailed data on industry purchases and sales by 
region are not available. It has been necessary either to limit the 
analysis to a few broad regions (e.g. the East, West, and South) 
or. if a finer regional breakdown is used, to work with rather 
highly aggregated industrial data. While interregional input
output models are more complex than national or regional models, 
the basic principles of input-output analysis remain unchanged. 
Th'e transactions table of such a model shows not only· the sales 
of a given industry to all other industries in the region, but also 
the sales of that industry to all other industries in the other 
regions in the system. Figure 4-1 on page 61 illustrates the format 
ofan interregional .input-output model. No attempt will be made 
to work out even a simple illustration. This figure illustrates a 
"pure" interregional model. If the appropriate data could be 
obtained for each of the interindustry and interregional trans
actions, it would be possible to compute input coefficients (as in 
Table 2-2) for each region. It would then be possible to investi
gate the implications of changes in final demand for each industry 
in :each region.6 Economists have had relatively little success in 
th~ implementation of such models to date because of the lack of 
data on interregional shipments. If reliable data were available in 
the necessary detail, and a table such as the one illustrated could 
bd constructed, this type of interregional model could be very 
useful. It would show how changes in final demand for the pro
du~ts of one region generate impulses that are transmitted to 
other regions. 

~n practice, there has been somewhat more success in imple
m~nting balanced interregional models.7 An interesting variation 
o(a balanced interregional model has been developed by Leon 

6Jsard, op. cit., p. 322. 
~see for example Walter lsard, "Some Empirical Results and Problems of 

Regional Input-Output Analy~is," in Studies in the Structure of the Americtm 
Economy, pp. I 16-8 I. 
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FIGURE 4-1 

Interregional and Regional Input-Output Table 
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Source. Waite~. l~ard, "Interregional and Reg1onal lnput-Outpul Analysis: A Model of a 
Space ~conom.y, _J he Review ofEco~wmic.v and Statistic.~. XXXIII (November 1951 ), 321, 
Cambndge, Mass .. Harvard Umvers1ty Press, Copyright, 1951, by the President and Fel
lows of Harvard College. 
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Moses. He has blended interregional input-output analysis and a 
lineaj· programming technique to make an empirical study of 
regio~ml comparative advantage in the United States. s This 
appr~ach has permitted Moses to allow for substitution, and to 
com~ute an optimal trade pattern for regional manufacturing.9 
The ,1study by Moses is a pioneering effort, and suggests one 
interfsting direction for further research. The methodology of 
the ~tudy is ingenious and the empirical results are interesting. 
TherF are some serious data problems involved in following this 
appr?ach, however, and these weaken to some extent the empir
ical qndings. These problems will not be discussed at this point, 
but \fill be considered in some detail later in this chapter. 

A1i
1 

example of a pure interregional model. The examples dis
cus_s~d above are of the trpe lsard has called balanced inter
regtonal models. As Leonttef has pointed out, these are models 
o~ inltranational ~elation~hips.l0 In the following paragraphs, a 
dtffe~ent type of mterregtonal model will be described briefly. It 
is a "lariation of the pure interregional model developed by lsard. 
It dijfers in one important respect, however, from any of the 
mod~ls discussed thus far. All of the models discussed up to now 
cons1st of various regions of the national economy. The present 
m?d~l, h~wever, . is lim_ited to a single region- the Colorado 
Rtver Basm- but tt conststs of a series of six input-output tables, 
one ~or each of the sub-basins of the larger river basin.n 

8 L~n N. Moses. "A General Equilibrium Model of Production. Interregional 
Tradl and Location of Industry," The Review of Economics and Statistics, 
x;1 ~I( November 19.60): 3'73-97. . 

L1~ear progra~mmg IS a m?re recent development than mput-oulput analysis, 
and may be considered as a hneal descendant of the input-output approach. ln
put-oytput analysis as such is not an optimizing technique. II shows what condi
ti~ns ~1n the economy m:e ra~her than what t~ey "ought to be" on the basis of some 
cntenon or set ofcntena. Lmear programmmg-a technique which can be applied 
at the I level of the firm, a region, or the national economy- is an optimizing tech
niquelln applying linear programming, an ol~jective .fimction is set up specifying 
what ~s to be maximized or minimized subject to an explicit set of constraints. 
As M9ses has done, it is possible to blend the input-output and linear programming 
appro~ches to construct a hybrid optimizing model. 

IO''[Interregional Theory," loc. cit.; p. 93. 
1~T~is model. was .used by the aut~or, in collaboration with Professor Bernard 

Ud1s ?f the Un!vers1ty of New Mexico, and Dr. Clyde Stewart, of the Economic 
Rese.a,rch Service, U.S. f?epartment of Agriculture, as the basis of a comprc
hensi~e study of economic growth in the Colorado River Basin conducted for 
the United States Public Health Service of the U.S. Department of Health, 

,..-, 
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In this analysis, a separate regional input-output table was 
constructed for each of the six sub-basins.12 The sub-basin tables 
are linked together through import rows and export columns. That 
is, instead of the single import row and export column found in a 
national table, each of the sub-basin tables has two import rows 
and two export columns. One import row, in each of the sub
basin tables, shows imports from other sub-basins in the Colorado 
River Basin, and the remaining rows show imports from the 
"rest of the world." Similarly, there is a column showing exports 
from each sub-basin to all other sub-basins, and a second column 
for exports outside the Colorado River Basin. Through this 
linkage it is possible to show how an exogenous change (a change 
in final demand) in any one sub-basin will affect the level of 
activity in other sub-basins. Although it is rather an awkward 
term, this is actually an inter-sub-regional model since it is 
primarily concerned with intraregional interdependence. It is not, 
strictly speaking, a regional model of the type to be described in 
the next section since more than one region is involved. 

Each of the sub-basin input-output tables was constructed 
separately; a table of direct input coefficients (similar to Table 
2-2), and one of direct and indirect requirements per dollar of 
sales to final ~emand (similar to Table 2-3), were then computed 
for each of the transactions tables. After the six tables had been 
constructed independently, the import rows and export columns 
were. reconciled to make the six sub-basin tables internally 
conststent. 

Earliei· interregional studies based on a balanced model, such 
as the one conducted by Moses, have resulted in a large table 
representing the national economy on a regional basis.1a No 

Edt!cati~n an~ Welfare. A large stall' of graduate research assistants from the 
Umvers!tY ol Colorado and the University of New Mexico, and a number of 
economists from the Economic Research Service, U.S. Department of Agri
culture, collected data for the transactions tables. Mr. John H. Chapman. Jr .. 
and Mrs. Carol Fuller of the Bureau of Economic Research at the University of 
~olorado were particularly helpful in the construction of the tables and in work
mg out the computational routines. 

12:rhe sub-basin~ are natural drainage areas within the larger Colorado River 
Basm. The !alter mcl~des all of the stale of Arizona and parts of California, 
Ne.vada, Utah. Wyommg, Colorado, and New Mexico. 

13 See Leon N. Moses, 'The Stability of Interregional Trading Pallerns and 
Input-Output Analysis," The American Economic Review XLV (December 
1955), 814-15. • 
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etfort::was made to do this in the Colorado River Basin study. It 
would have been possible to do so, but the separate sub-basin 
trans~ctions tables are not symmetrical: that is, they do not 
contain the same number of rows and columns. And because 
this i~ a very large region, covering approximately 12 per cent of 
the lapd area of the United States, there is considerable speciali
zation of economic activity within each sub-basin. Because of 
the sijeer bulk that would have been involved (approximately a 
300 :xi 300 table), the sub-basin tables were not put together into 
a sin~e table for the entire river basin. For analytical purposes, of 
cours~, each of the sub-basin tables must be considered as part of 
the b~oader interdependent river-basin "table." While the details 
of thi$ study cannot be reported here it might be noted that an 
increrhental-flow- "dynamic"- model was used in making long
term brojections. These then were tied to the future water re
quiretrtents of the detailed sectors of the Colorado River Basin 

I econqmy. 
I 

I 

f{egional Input-Output Analysis 
I 

Re~ional input-output studies differ significantly from the 
intenjegional analyses discussed earlier in this chapter. Perhaps a 

I fi . . ~ h .. II " . t less eon usmg term as to re.er to t em as sma -area mpu -
outpJt studies. The basic model used in small-area studies is 
simil~r to that used in the construction of national input-output 
tables. In most cases, however, variations in the basic national 
moddt have been made to suit local circumstances. 

I 

Some regional models cover fairly broad geographic areas, such 
as a !Federal Reserve District.14 Others have been limited to a 
specipc state, a group of counties within a state, a Standard 
Metropolitan Statistical Area, and at least one study has been 
concbrned with a small community (population under 50,000) 
which is only a small part of a Standard Metropolitan Statistical 
Areal Specific reference will be made to some of these studies in 
the fbllowing discussion. 

I 

14Se~ for example Walter lsard. "Regional Commodity Balances and lntcr
region~l Commodity Flows," Tl1e American Economic Review, XLIII (1\lay 
1953),

1

1168-80, a study of the New England Federal Reserve District, and "The 
Eighth District Balance of Trade." Monthly Review, Federal Reserve Bank of 
St. LoLis, XXXIV (June 1952), 69-85. 

I • 
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In general, regional input-output models are more "open" than 
those which apply to national economies; this is particularly 
true of regional models in the United States. Compared with any 
of its regions, the United States economy is quite "closed." 
International trade (exports plus imports) accounts for a relatively 
small part of total transactions in this country. There is more 
specialization and exchange among regions, however, so that 
regional imports and exports account for a substantial propor
tion of total transactions. 

There are two basic types of regional input-output models 
which are distinguished by the detail in which imports and exports 
are recorded in the transactions table. For simplicity, these will 
be referred to as the "dog-leg" and "square" models. The square 
model is identical with the national input-output table of the 
kind illustrated by Table 2-1. While it might contitin two or 
more import rows and a corresponding number of export columns, 
both imports and exports are highly aggregated in this type of 
system. In the dog-leg model imports and exports are disaggr~
gated by industry and sector. The basic transactions table of the 
region being analyzed is set in the upper left-hand corner. This 
part of the table is similar to a national table except that it does 
not include an import row and an export column. Instead there is 
an export "table" appendea to the right of the transactions table, 
and a similar import "table" appended below the transactions 
table. Such a table shows the interindustry transactions within 
the region. and also the detailed interindustry transactions be
tween this region and another region or "the rest of the world. " 15 

This type of transactions table is particularly useful for making 
a structural analysis. It shows in detail the sources of demand for 
goods and services produced in the region under study, and it 
shows in similar industrial detail where imports come from and 
the destination of exports. If one wishes to go beyond a detailed 
description of structural interrelationships, however, not all of 
the detail in the dog-leg table can be employed. The only part of 
the table which is inverted to obtain a table of direct and indirect 
requirements per dollar of final demand is the processing, or 

15 For illustrations of tables of this kind, see Werner Hochwald. et a/., The 
Local Impact of Foreign Trade (Washington: The National Planning Associa
tion, 1960); the transactions tables have been published as supplements to this 
report. 
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endogenous, sector of the basic region's transactions table. And 
I 

in practice the final demand columns are combined into a single 
fin*) demand vector for analytical purposes. When this stage of 
the analysis is reached, the export and import "tables" are 

I 

col,lapsed into a single row and a single column. For most pur-
poses it is not necessary to go into this much industrial detail 
abbut imports and' exports, and a square transactions table
si'*ilar to a national table-is used. The New England and Eighth 
Feperal Reserve District tables mentioned above are of this 
ty~e, and this is true of all of the state input-output tables with 
w~ich the author is familiar. 

I 

I 
1 Data Problems in Re~ional and Interregional 
I Input-Output Analys1s 

lu of the interregional input-output tables constructed in the 
u¥ited States to date and (to the best of the author's knowledge) 
allj of the early regional tables were based upon input coefficients 
tak.en from the national table. The procedure in constructing such 
ta*les was to obtain (or estimate) total gross output figures for 
each industry and sector in the region or regions to be analyzed. 
THese figures, for each industry and sector, were then multiplied 
byjnational input coefficients. The result in each case was a table 
ofj interindustry flows based on the assumption that regional 
inqut patterns were identical to national input patterns. This 
as$umption imposes a severe limitation upon the use of such 
inwut-output tables for analytical purposes. It should not be 
ast~med t.hat the e~onomis.ts who used ?ational coefficients to 
denve regiOnal and mterreg1onal commod1ty flow estimates were 
unf.-:vare of this limitation. The lack of data on a regional basis
particularly of accurate data on shipments from region to region 
-forced them to turn to this expedient. In his early study of the 
N1w England economy, Isard warned that "these input require
m~nts are merely crude estimates. "16 

!fhe major problem involved i~ using national input coefficients 
to jconstruct regional tables is that of variations in "industry-mix" 

I 

I 
T'Regional Commodity Balances and Interregional Commodity Flows," p. 170. 
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I 
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and "product-mix" from region to region. This problem is min
imized if a table of national coefficients is available in great detail, 
but even in this case it is not completely solved. If, for example, 
the industrial classification used in constructing a national table 
.followed the four-digit Standard Industrial Classification (which, 
essentially, is at the level of the individual establishment), and if 
the distribution of industries within the region were available in 
similar detail, the national coefficients might not differ significantly 
from the regional coefficients. But even the most detailed table 
published by the U.S. Department of Labor in its 1947 national 
input-output study -a table which contained 192 rows and col
umns- was not entirely sufficient for this purpose. The problem 
is essentially one of industrial classification, or the aggregation 
problem again. 

An important forward step in regional input-output analysis 
was taken by Moore and Petersen when they constructed their 
input-output table for Utah. These authors followed lsat·d's 
procedure (and that of other early regional input-output analysts) 
in estimating total gross output figures for the 26 sectors of their 
transactions table from published sources. Their next step was to 
use national input coefficients to determine interindustry flows 
as a first approximation. Following this, "the row and column 
distributions for each sector were modified in the light of differ
ences in regional productive processes, marketing practices, or 
product-mix. " 17 These modifications were based on all the 
information they could obtain about individual industries, upon 
technical data, and upon estimates constructed from employment 
and income data. Such modifications of national input coefficients 
were feasible in the Utah study, but they could have been used 
only at great expense in earlier studies covering larger and more 
densely populated geographic areas. The Moore-Petersen study 
served as a model for other regional researchers, however, and 
marked a major step forward in regional input-output analysis. 
Not only did they depart from the earlier practice of using un
adjusted national coefficients in implementing a regional model, 
but Moore and Petersen made important contributions to the 

17 Frederick T. Moore and James W. Petersen, "Regional Analysis: An Inter
industry Model of Utah," The Review of Economics and Statistics, XXXVII 
(November 1955), 371. 
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d~velopment of regional income and employment multipliers. 
'these were discussed in the preceding chapter. 

:The next major advance in implementing the regional input
output model was made by Werner Z. Hirsch in his study of the 
s:~. Louis Metropolitan Area.18 The input-output study was part 
of a larger economic investigation of the economy of the St. Louis 
1\~etropolitan Area. Hirsch followed the customary practice of 
obtaining gross output figures, and other "control totals" from 
p!Jblished sources. He did not, however, apply national coeffi
Cients to these control totals to obtain interindustry flows. In
stead, "input and output data were obtained for most large and 
medium sized companies operating in the St. Louis area ... each 
of these companies assigned one of its key officials to work with 
the research staff of this study for a three-months' period. Each 
c~mpany prepared its own input-output table for 1955. "19 The 
participants in the study were carefully briefed orally and given 
\\[ritten instructions to ensure uniformity of reporting. Where only 
a' sample of firms in an industry was included in the survey, the 
sample results were "blown up" on the basis of employment data. 
Once the interindustry flows had been established, the aggregated 
results could be compared with control totals obtained from pub
Hshed data, and the necessary reconciliations were made. The 
St. Louis transactions table is of the dog-leg variety discussed 
above, which gives detailed import and export flows as well as 
interindustry flows within the St. Louis area. 

While the method employed by Hirsch is expensive and time
consuming, there is little doubt about its superiority to other esti
rrmting techniques. One of the major criticisms of regional input
output analysis, made before Hirsch published the results of his 
study, was that of using national coefficients at the regional 
Jevel. 20 By using primary data Hirsch avoided this criticism. But 

' 18 ~erner Z. Hirsch, "Interindustry Relations of a Metropolitan Area" Tfrr 
Re~•1ew of Ec<;no~nics and Statistics, XLI (November 1959), 360-69. Th; tnms· 
at;:ll_ons table IS g~ven as an appendix in John C. Bollens, Exploring the Metro· 
polaan Commumty (Berkeley and Los Angeles: University of California Press, 
1_961 ), PP· 460-71: an excellent discussion of methodology and further informa· 
t1o1~ about data sources are given in pages 369-87. 

Ibid., p. 361. 
20 CI~arle,~ M. Tiebout, "Regional and Interregional Input-Output Models: An 

Appra1sal, The Southem Economic Journal, XXIV (October 1957), 143-44. ''' 
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it must be emphasized that the more accurate input coefficients 
derived from the St. Louis table were obtained only at relatively 
high cost. 

Since publication of the Moore-Petersen and Hirsch studies, 
few regional input-output studies have relied upon national input 
coefficients. For one thing, by the late 1950s it was recognized 
that the 1947 national input coefficients could no longer be used 
without major adjustments. Some of the more recent studies have 
used the Moore-Petersen apprm1ch of applying adjusted national 
coefficients to state or regional control totals. Others, however, 
have followed Hirsch's lead in conducting surveys to obtain esti
mates of interindustry flows. This procedure was followed, for 
example, in the Colorado River Basin Study mentioned above. 

Regional Impact Analyses 

As noted earlier, interregional input-output models have been 
used primarily for the study of regional balance of payments and 
interregional trade flows. The primary use of regional models, 
however, has been in making local or regional impact studies. 

Local and regional impact studies are designed to measure the 
direct, indirect, and induced income and employment effects of 
changes in final demand in one or more sectors of the local or 
regional economy. This is done by computing income and em
ployment multipliers as discussed in Chapter 3. As noted in that 
chapter, most multiplier studies have been regional in nature. This 
is also true of most impact analyses.21 Indeed, the only difference 
between an impact analysis and a general multiplier analysis is 
that in the former attention is focused on the total changes in an 
economy (national or regional) which are expected to result from 
exogenous changes -changes in final demand in some of the ma
jor sectors of an input-output system. Most regional impact 
studies have been concerned with measuring the effects of changes 
in final demand for existing industries in the region. Some, how
ever, have been concerned with measurement of the total impact 

21 A major exception is the study by Wassily W. Leonticr and Marvin Hollcn
hcrg, "The Economic Effects of Disarmament," Scientific American, CCIV 
(April 1961), 3-11. 
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of :,the location of a new industry in an area. The I sard- Kuenne 
study discussed in Chapter 3 is an example of the latter. 

' 

Other Uses of Regional Input-Output Analysis 

State Economic Development programs. Input-output as a de
velopment tool will be discussed more fully in the next chapter. It 
is ~entioned at this point, however, since one of the more recent 
ap~licationsofregional input-output methods in the United States 
has been in connection with state economic development pro
grams. Almost every state has some form of economic develop
ment organization which has the responsibility for stimulating 
local economic initiative, and in some cases for luring business 
establishments- especially manufacturing plants- from other 
areas. Most state organizations of this kind have large advertising 
budgets, and their principal activity is that of publicizing the eco
nomic advantages of their state (real or imagined). It is difficult to 
judge the effectiveness of such advertising, but it has been one of 
the major approaches followed in "area development." 

In recent years, however, some state development organiza
tions have adopted a more analytic approach in an effort to use 
their resources more effectively. By means of locational analysis 
they are trying to identify the types of economic activity best 
suited to their areas. Some have been interested in identifying 
activities with high income and employment multipliers. Regional 
input-output analysis is ideally suited for the latter purpose. 

The Mississippi Industrial Development Commission, for 
example, has constructed an input-output table for the state, and 
from this it has derived a "self-sufficiency" chart. Such a chart 
(described and illustrated in the next chapter) shows the economic 
activities within the state which produce a surplus for export, and 
the principal products and services which are imported. The chart 
is an effective and useful development tool. It shows at a glance 
the local markets which might be served by new establishments. 
No state development organization actually hopes to make the 
state's economy self-sufficient. By substituting analysis for the 
earlier "butterfly-net" approach to industrial recruitment, how
ever, the development organization is able to apply its energies 
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and resources in the directions which promise to yield the greatest 
returns. 

With a state input-output table it is possible to show the total 
income and employment impacts which new industries will have 
upon a state. This can be done by inserting a new row and column 
in the table using input coefficients from other regional models (or 
if necessary estimates based upon a national model), and by de
riving a new matrix of direct and indirect requirements per dollar 
of sales to final demand (Table 2-3 ). In a similar way it is possible 
to measure the income and employment effects of the expansion 
of existing economic activities. 

State and regional consistent forecasting. Another use of state 
and regional input-output models is in making consistent fore
casts. This procedure has already been described for the national 
model, and it need not be repeated here. There are some special 
problems of consistent regional forecasting, however, which will 
be discussed briefly. 

One of the major differences between regional economies and 
the economy of the United States is that the former are much 
more "open" than the latter. That is, imports and exports account 
for a larger proportion of total transactions in a region than in the 
nation. Interregional "imports and exports" cancel out when a 
national input-output table is constructed. 

In making long-range consistent forecasts at the regional level, 
the effects of changes in relative prices and technical coefficients 
must be taken into account as in the case of national consistent 
forecast. Much more attention must be paid to the ell"ects of 
changing trade patterns on a region's input coefficients than in the 
national case, however. This can be illustrated by a simple 
example. 

Assume that in a base period, a region relies heavily upon some 
extractive activity- say the mining of coal and various minerals. 
At one stage of the region's development both the coal and ore 
might be shipped to other regions. Since ore is in general a 
"weight-losing" material, however, at son1e point it will become 
economical to locate a concentrating mill close to the mines. The 
minerals will then become an input to the concentrating mill, and 
only the metal concentrate will be exported. If the production of 
this ore expands, however, it might soon become economical to 



() 

.f:. 
\( 

1,. 

!L ,, 

'\ li· 
. II·· 

·. , !1. 
. j!i ,, lL 

·~ ii 
·i'l 

0 
72 REGIONAL AND INTERREGIONAL ANALYSIS 

locate a smelter in the region. The concentrate will then no longer 
be an export, but will become an input to the smelter. The smel~
er, in turn, could stimulate the growth of va~·ious types of fab~l
cating operations in the area, and these mtght. att~·act sa.te_ll,tte 
activities. The location of a smelter and of fabncattng acttvtttes 
in the region would change the distribution pattern of coa_l mi?ed 
in the area. The smelter would use coal as mputs, and thts mtght 
also be true of some of the fabricating plants, so that relatively 
tess coal would show up in the export column as some part of 
regional production became inputs to establishments in the ar~a. 

Because there is more specialization in regional econom1es 
than in the national economy, such changes in trade patterns can 
have a rather large effect upon technical coefficients. This does 
not mean that consistent forecasting at the regional level is hope
less. What it does mean is that the regional forecaster, using an 
input-output model, must rely heavily upon locatio? theory and a 
careful study of economic development when maktng long-range 
projections. It might be necessary to insert a number of n~w rows 
and columns in a projected table based upon an analysts of the 
most probable path of development. In some cases the analysis 
of time series might show what to expect. In others the fore
caster might have to rely upon location theory to suggest agglom
eration patterns which could significantly alter the structure of 
the regional economy. There has been relatively little empirical 
work of this kind, but because of the potential usefulness of con
sistent forecasting to businessmen and policy-makers in specific 
regions it is likely that such activity will increase. At present, 
consistent regional forecasts are likely to provide only rough and 
broad guidelines. Hopefully, further research on dynamic inp_ut
output analysis will lead to the development of models whtch 
could provide more accurate and longer-range consistent re
gional forecasts. 

A Variation of Regional Input-Output Analysis
"Rows Only" 

Regional analysts interested in constructing an input-output 
table have been faced with the choice of either applying national 
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coefficients to control totals for the region or of collecting the 
necessary data on interindustry transactions by means of a de
tailed survey. The first approach suffers from a number of defects. 
The industry-mix for a typical region is likely to be such that 
national coefficients will provide only the crudest approximations 
to interindustry flows for the region. The second approach (in 
addition to the statistical hazards involved in any survey) is ex
pensive. Economists do not, or should not, undertake a regional 
input-output study lightly or without adequate financing. 

In an eft'ort to find a middle ground between these two prob
lems, a variation of the regional input-output system, called an 
intersectoralflow:s model, was developed by Charles M. Tiebout 
and his associates at the University of California at Los Angeles.22 

The intersectoral flows model has been dubbed the "rows only" 
approach to interindustry analysis. The model incorporates some 
of the features of an economic base-mul tip I ier approach as well as 
some of the features of regional input-output analysis. The pri
mary difference between the intersectoral flows model and a full
scale regional input-output model is that in implementing the 
former model a sample of firms were "asked . . . to break down a 
typical dollar of their 1960 sales to various final demand sectors 
or to local industry groups. No information on inputs was re
quested."23 Information on the distribution of sales was obtained 
from manufacturing firms by means of a mail questionnaire. Data 
for nonmanufacturing establishments were obtained from pub
lished sources plus interviews with a limited number of firms and 
discussions with industry experts. 

In implementing a regional input-output model as opposed to 
the intersectoral flows model, the typical procedure is to conduct 
interviews with sample firms in each industry and sector to obtain 
data on: both inputs and sales. After the sample data have been 
aggregated and "blown up" to cover all transactions (by using 
control totals from published sources) there remains the problem 
of reconciling differences between the input and output data. This 

22 See W. Lee Hansen and Charles M. Tiebout, "An lnterscctoral Flows An
alysis of the California Economy," The Review of Economics and Stati.l'tic.l', 
XLV (November 1963), 409-18. See also W. Lee Hansen, R. Thayne Robson, 
and Charles M. Ticbout, Markets j(Jr Califomia Product.\' (Sacramento, Calil~ 
ornia: State of California Economic Development Agency, 1961 ). 

23 Hansen and Tie bout, op. cit., p. 411: emphasis added. 
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:( involves a substantial amount of clerical work plus the exercise 
:1 of informed judgment. The sample surveys generally are both 
11. time-consuming and expensive, even for a relatively small area. 
:: And the statistical problems of reconciling input and output data 
'i add to the cost of a full-scale regional input-output analysis. 
:1 These problems are avoided in the intersectoral flows model 
:: which uses output (sales) data only. Since the data are arranged 
·I in the form of an input-output table, the model implicitly assumes 

that the columns represent inputs. If businessmen will cooperate 
in completing mail questionnaires, an intersectoral flows model 
can be implemented at a much lower cost than a full-scale re
gional input-output table. In the view of Tiebout and his associ
ates, this is one of the major advantages of their approach. 

There is another major difference between the intersectoral 
flows model and a regional input-output table. In the input-output 
table, all transactions are expressed in dollar terms. In the inter
sectoral flows model, however, data on employment were entered 
in the basic table which is analogous to a transactions table (such 
as Table 2-1 ). From this point on, the intersectoral flows model 
utilized the same procedures as a regional input-output model. In
put coefficients were developed, but these were expressed in 
terms of employment rather than dollar transactions. 

The objective of the intersectoral flows model was to measure 
sectoral employment multipliers. In the study by Tiebout and his 
associates, the employment input coefficients show the amount of 
California employment required in industry A to satisfy the de
mand for A's output by all other industries and sectors in the sys
tem. The method of computing the employment multipliers is 
similar to that used by lsard and Kuenne in their impact study. 
That is, the direct employment effects were first estimated and 
then the indirect effects were computed by an iterative process 
which measured the second, third, and succeeding "rounds" of 
employment impacts. By repeatedly carrying out the process of 
iteration, "all employment originally assigned to local industries 
can be assigned indirectly to the ... final demand sectors."24 

Partisans of regional input-output analysis might point out that 
the standard regional input-output model can provide employ
ment multipliers as well as a considerable amount of additional 

'MJbid., p. 416. 
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information. But they would have to admit that a full-scale re
gional input-output table would be far more costly. As Hansen 
and Tiebout have pointed out, "the most obvious advantage of 
the [intersectoral flows analysis] lies in its operational simplicity. 
Although other approaches may have certain advantages at the 
conceptual level, the real problem is one of generating the nec
essary data at a reasonable cost and on a recurrent basis so that 
regional economies can be more fully an~llyzed."25 

Conclusions 

There have been relatively few empirical interregional input
output studies. The major problem has been one of a lack of data. 
The major data deficiency is that of interregional commodity and 
money flows. As an expedient, analysts have been forced to use 
national coefficients to estimate regional input patterns. There 
have been a number of methodological advances in interregional 
input-output analysis in recent years, but the major barrier to 
their empirical implementation has been the high costs which 
would be involved. 

A large number of regional input-output studies have been 
completed in recent years, however, and a number of others are 
under way. Early regional input-output tabies, like their inter
regional counterparts, were based on national input coefficients. 
Since the pioneering work of Werner Hirsch, however, there has 
been a tendency for data on interindustry transactions and sales 
to final demand to be obtained by means of interviews. Those 
who have engaged in this type of research acknowledge that it is 
time-consuming and expensive. They reel that the results justify 
the efforts and costs involved, however. The most recent develop
ment has been the intersectoral flows analysis, or "rows only" 
approach discussed in the preceding section. This approach has 
its limitations, but it has one major advantage-it can be em
pirically implemented at reasonable cost. There has been growing 
interest in regional input-output analysis in recent years, and as 
in any other area of research, this activity should lead to the de
velopment of new concepts and to the refinement of statistical 
techniques for the implementation of input-output models. 

25 / bid., p. 418. 
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5 International Developments 

The first government agency to undertake the construction of a 
full-scale national input-output table was the Bureau of ~abor 
Statistics of the Department of Labor. This effort res~lted _m the 
publication of a 50-sector table of interindustry relattons tn t_he 
united States and of a much more detailed 200-sector table ':tth 
finer industrial and sectoral classifications.1 The hypothellcal 
table described in Chapter 2 (Table 2-1) is modeled aft~r _the 
1947 national table published by the Bureau of La~or Stattsttcs. 
To construct this table, a separate Division of lntenndustr~ E~o
nomics had been established in the Bureau of Labor Stattsttc~. 
An important result of this early work in input-output analysts 
was a projection of the U.S. economy to 1950.2 • 

The work of the Division of Interindustry Economtcs attracted 
widespread attention among economists and businessmen .. u~: 
fortunately, in some quarters it was con~idered "controversml. 
Some businessmen were said to have vtewed the pr?gram as a 
step toward "push button planning" and a threat to pnvate en~er
prise.a Appropriations to the Department of Lab_or were curtatled 

d while the Department of Defense had suffictent funds to con-
an ' . . d b 
tinue work on input-output analysis, the dectston was ma ~ Y a 
Deputy Secretary of Defense to terminate support. of _mput: 
output studies after November 1953.4 There was no fut thet work 

1 For an excellent discussion of the 50-sect?r table, see W. Dua,r~e Evans:~"~ 
Marvin Hoffenberg, "The Interindustry Rela!tons Study for 1947, The Re11e11 

of Economics and Statistics, XXXIV (May 1952), 97:-142. See als~ ~enera~ 
Explanations of the 200 Sector Tables: The 1947 llllermdustry Relatwn.! Stud.' 
(United States Department of Labor, BLS Report N?. 33, June I ?53). . . 

2Jerome Cornfield, W. Duane Evans, and Marvm Hoffenberg, Full En~p/~1)· 
P I 1950 (u S Department of Labor Bureau of Labor Statrsttc\, men/ at enrs, · · ' ' · f 1 

Serial No. R. 1868, 1947), reprinted from the February and l'vlarch rssues o tre 
Monthly Labor Review. 

3Business Week (August 29, 1953), 26. 4 /bid. 
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on interindustry analysis by the United States government until 
after the Census of Manufactures of 1958. At that time, the 
Office of Business Economics of the U.S. Department of Com
merce undertook the construction of a new input-output table for 
1958 which was published toward the end of 1964. 

Research on input-output analysis continued at the Harvard 
Economic Research Project and at other universities, largely 
financed by foundation funds. But the construction of a national 
input-output table is a m<~jor statistical effort. While private re
search organizations are admirably suited to conduct research 
on input-output analysis, and in many cases to conduct regional 
input-output studies, the statistical and financial resources of 
government agencies appear to be a prerequisite for the success
ful construction of national tables. And because of the curtail
ment of funds in 1953, there was a period of more than five years 
during which government agencies in the United States could not 
engage in such analysis. 

Although empirical work on input-output analysis languished 
in the United States, it surged ahead in other countries. And the 
rapid spread of input-output analysis throughout the world stimu
lated a large number of theoretical studies to complement the 
empirical work being done. By 1961, a partial bibliography of 
input-output studies- both empirical and theoretical- published 
by the United Nations ran to 222 pages, and agencies in about 40 
countries were involved in interindustry studies. 

As early as 1951 there was sufficient interest in this new ana
lytic technique to stimulate an international conference on inter
industrial relations. This conference, which met in Driebergen, 
Holland, brought together economists interested in the theOt·et
ical, the statistical, and the computational problems of inter
industry analysis.5 A second conference was held between June 
27 and July 10, 1954, at Varenna, Italy. 6 A third international 
conference was held in September 1961 in Geneva. Economists 
and statisticians from more than 41 different countries partici
pated in this conference. For the first time, representatives of the 

~The Netherlands Economic Institute, Input-Output Relations, Proceedings of 
the Conference on Interindustrial Relations held at Driebergen, Holland (Leiden 
1953). 

6
Tibor Barna (ed.), The Structural Interdependence of the Economv Pro

ceedings of an International Conference on Input-Output' Analysis (Ne~,' York 
and Milan: John Wiley & Sons, Inc., and A. Giuffre, 1956). 
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Soviet Union and of other socialist countries, as well as planners 
from underdeveloped countries, participated in the international 

input-output conference.7 

The first international conference dealt largely with the em-
pirical implementation of input-output systems. The major em
phasis of the second conference was on statistical and computa
tional procedures and problems. The central theme of the third 
conference was the application of input-output analysis to pro
jection and developmental planning.8 Thus, during the decade 
spanning the three international conferences, there was a marked 
shift from emphasis· on the problems of constructing input-output 
systems to the application of these systems to a variety of eco-

nomic problems. 

Input-Output Analysis in Planned and Unplanned Economies 

The first empirical application of input-output analysis was in 
the United States, an unplanned economy which depends upon 
market forces for the allocation of resources and the distribution 
of income. The input-output system is not a tool developed by 
"planners" with the intent of substituting another form of eco
nomic organization for the market system. I ndced, the early work 
in interindustry analysis was oriented toward a market economy. 
The objective was to measure, as precisely as possible, the impact 
upon the economy of autonomous changes in final demand. 
Within the framework of a free-market economy, the input-output 
analyst is not particularly concerned about the causes of changes 
in final demand. These are "given." And once they have been 
estimated, the input-output system will show the levels of activity 
which will have to be mel within the endogenous sectors to sus· 
tain this level of final demand. The input-output system as such 
is not a planning tool- it is an analytical tool. But while it was 
developed within the framework of a market economy, it soon 
became apparent that this tool could be applied to other types of 
economy systems as well. 

7Tibor Barna (ed.), Struclllral Interdependence am/ Economic Dere/ofJIII<'nl. 
Proceedings of an International Conference on Input-Output Techniques. Gene· 
va, September 1961 (New York: St. Martin's Press. 1963 ). 

s From the preface by Wassily Leuntief to S tmctural Interdependence ttfl4 
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Input-output analysis in partially planned economies. Before 
World War _II, there was considerable debate amot\g economists 
about the vtrtues of "planned" versus "unplanned" eco · 
M h f 1 · d nomtes. 

uc o t 11s ebate was conducted in polar terms. One either 
ta~ked about a "plant~ed". economy, by which one meant a totally 
~.l,m~ed economy (ot wlm:h the Soviet Union was generally con
stdeted the pro~otype). or one talked about an "unplanned" 
ec~nomy by whtch was usually meant a laissez-faire system in 
whtch all economic uecisions were made by the invisible hand of 
the market place. 
E~perience since the end of World War II has shown that much 

of ti11S ~ebate ~as of purely academic interest. Like so many con
trover~tes whtch . pose t.wo absolute conditions as mutually 
~xclu~tve alternattves, thts one was shown to be of relatively 
ltttle 1 elevance to the real world. During the second world war 
ther~ ~as a ~reat ueal of "planning" in all of the countries whicl; 
parttct.~at~d 111 the hostilities. And after the war, many of the 
countttes 111 W~stern Europe continued to engage in what might 
be called "p~rtml" planning. This type of planning may or may 
not be assoctated with some degree of socialism_ some degree 
o~ gove~·nment ownersh.ip and operation of the major means of 
ptoductton (usually baste "heavy" industries). In Great Britain 
for example, the gov~rnment nationalized some industries; it; 
oth~r case~, sue~ as France and Italy, there was little or no ex
penmentatton Wtlh socialism, but in these and other countr'e 
there w~re, and continue to be, various experiments with Jif~ 
ferent kmds or "planning ... 

Tl~e notion ot: "indicative planning" as it is practiced in France 
was l~tr?duced 111 Cl~apter 3 as part of the discussion of consistent 
forecastt~g. Franc.e ts one of the countries whose government has 
e~ga~ed m ~~-~ertam ~mount ot~ economic planning in recent years 
\\Ill~ Ill' the. t .. clllleWot k ~f a pnvate-enterprise economy. One of 
the c~nalytiCdl tools whtch has been prominent in French t' u' . t" ( . . n ICci-
IVC 01 noncoerctve) planning is an input-output mouel which 1·s 

ge·1red to th F h ' '. . e rene system of national accounts. Long-term 
proJectto~s. (five to ten years) of final demand are made, assuming 
seve~·aJ dt~erent rates of ~rowth. These projections provide a set 
of ptoductton targets whtch will have to be met if the final de
mand figures are to be realized. 
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1 The General Commission on the Plan has the basic responsi
bility for the initial forecast. Other government agencies also 
p~rticipate. The initial plan is then submitted to committees (e.g. 
tl'\e Committee on General Manufacturing Industries) made up of 
p~ivate businessmen. The committees, which include a few civil 
Sfrvants and trade unionists but are predominantly made up of 
bUsinessmen, review the plan. 
/In general, the committees examine the sectoral projections, 

~hich are quite aggregated in the French input-output system. 
lfhey then attempt to determine the detailed industrial outputs 
v{hich will be required to meet these aggregated projections. At 
this stage there is still a considerable amount of flexibility in the 

I • • 

~rocedure. Reports are submitted to the General Commtsstoner 
fbr the French plan, and on the basis of these reports the Com
fissioner may alter the initial projections before the Plan be
comes "official." Before this is done, however, the Plan is re
Jiewed by the Economic and Social Council; it is then sent to 
*arliament. Following this, the ollicial Plan is published, but it 
"[does not imply any obligation, nor any sanction."9 

There is, of course, more to indicative planning in France 
tjhan this sketchy description suggests. Demographic trends, 
fiscal policy, the international balance of trade and payments, 
Jnd other factors are taken into consideration in the preparation 
ff the Plan. The input-output technique, however, is the central 
analytical tool in French indicative planning. It is also important 
to stress that in making the long-term projections there is close 
tooperation between government agencies and committees made 
~p predominantly of private businessmen. The businessmen have 
l·ecognized that the reduction of uncertainty contributes to the 
~lability of their operations. The ell'ectiveness of this joint action 
Is demonstrated by the rapid growth of the French economy in 
t·ecent years, and the extent to which "full" employment has been 

!

maintained. As is true of most of the industrial nations of Western 
Europe, France has had a remarkably low unemployment rate 
lin recent years. This is not a suggestion that indicative planning 

II' 
9 Felix de Clinchamps, "The Role of Private Enterprise in the Preparation or 

/

the Plan," Fre11ch a11d Other Natio11al Eco11omic Pla11s for Growth, European 
Committee for Economic and Social Progress (CEPES) (New York: Commillee !'"' Ecooom;c Dmlopmoot, 1963), p, 62. 

I 
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is a panacea for ~II of the ills of industrial society. The only point 
to be made here ts that the input-output system has proved an ex
tremely useful at~alytical t~ol in a partially planned economy. It 
should b~ noted .m concluston that European nations which have 
engaged m. relattvely little "planning" (such as Italy) as well as 
others whtch ha~e .engaged in more "planning" than France 
(such ~s Great Bntam) have made extensive use of input-output 
analysts.lO 

. lnput-outp~t analysis in a completely planned economy. There 
~~.no su.ch t.hmg ~~s a to~ally planned economy in which every 
tt,ms~ctton IS proj~cted m advance. There is, however, central 
plannmg; the leadmg practitioner of this method of alloc· t' 
re . d d' 'b . ' a mg soutces an tstn utmg income is the Soviet Union. Much of 
the controversy referred to earlier in this chapter about "pi d" " 1 , anne 
versus . unp an?ed economies centered on the question: Can 
economtc plannmg work? 

T~e expe1:ience of the Soviet Union shows that central eco
nomtc plannmg c~'! work, although to an economist trained in 
the ~estern t~·ad1tton the success of early Russian economic 
plannmg remams something of a mystery The bas'c bl H d · . · · I pro em 
.t:e by poltcy-makers m Russia after the Revolution of 1917 
wc~s that there wet:e no planning guidelines for the type of sys
~~~ th~y were tr~mg to. set up. The only economic theory. tol
et,~ted m the Sovtet Umon was Marxism, and as Leo t' f h· 
Po t d t "M . n te as 
. m e ou .' arx1sm, as an economic theory, is a theory of 
r.tmp~~t pnvate enterprise, not of the centrally guided econ
omy. Nevertheless, under Stalin a series of five-year phns 
~v.e1:e promulgated, .and whether or not the planned targets w~r~ 
·•~h1ev.el~, the. R~1ss1an e~~nomy entered an era of rapid growth. 
1 h7 b,\SIC pru~c1ples gu1d111g the early "planners" in the Soviet 
U1~1~n were s1mple. T.he oq,jective was to produce as much as 
P~:stble, c~nsume as httle as necessary, and use the surplus lor 

See Holl1s B. Chenery and P·wl G Cl· ·k 1 . 
York· John w·1 & S ' · ' 11 • ntenndu.\·try Economin (New 
G ci-trk d I ey o~s. Inc., 1959), pp. 25 1-67' and Hollis B. C'hencJ:Y P·tul 
IR.om~· u' aSn MV. IC:•ol -SPmm~.' The Structure and Growth of the Italian Eco;w;ll\' 

. . . u U<l ecuJJty Agency 1953) S I "l'h . 
Out ut" re ·· d f· • · ee a so e ABC of lnput-
hy tt Cl plmtep. I om the (London) Economist (September 19 and 26 I9B) 

. ements Jess, Ltd., and Input-Output T bl ~ . I . : .. 
<London: H.M.S.O., 196 l). <I es •OJ t1e Un1ted Kmgdom 

~ 1 W~tssily Leon tier, "The Decline and Rise of Soviet Economic s · .. 
1-omgn Affairs, XXXV Ill (January 1960), 262. CJence, 
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i'nvestment to stimulate further economic growth. Investment 
decisions (how much to invest and where) were made by Gosplan, 
the central planning agency. It was this agency which decided 
[twestment priorities and production targets after consultation 
~ith directors of the major Soviet enterprises. All this was done 
without a basic analytical model and "so far as the Russian tech· 
nique of economic planning is concerned, one can apply to it in 
paraphrase what was said about a talking horse: the remarkable 
thing about it is not what it says, but that it speaks at all."12 

; Part of the problem faced by Soviet planners was that they 
were the victims of severe ideological constraints. During the 
Stalin era the only economic theory they could use was that of 
' ' 
karl Marx. And while Marx had many penetrating insights about 
the operation of the capitalist economy, he did nothing to suggest 
how a centrally planned socialist economy would operate. More 
recently, however, some of the restraints upon Soviet economists 
have been lifted; it has been possible for them to study the ana
lytical techniques developed in the West, and to begin to apply 
them to problems of Soviet economic planning. Until a few years 
ago, all references to "bourgeois economics" were highly critical. 
Leontief credits Oskar Lange, formerly a University of Chicago 
economist and now head of economic planning in Poland, with 
the introduction of a positive approach to econometrics in the 
Soviet Union and its satellites.l3 To some extent, however, the 
new attitude toward analytical tools developed in the West is 
probably part of the "new freedom" which intellectuals in the 
Soviet Union have found in the post-Stalin era. 

There has been a great deal of interest among Russian econo
mists in input-output analysis in recent years. American books 
and articles on interindustry analysis have been translated and 
widely circulated. As they have done in a number of other cases 
when they have "borrowed" ideas from the West, Russian apolo
gists claimed priority in the invention of input-output analysis. 
This claim is based upon the publication of an article in a Rus
sian economic journal written by Leontief while he was a student 

121bid., 263. 
13See his Introduction to Econometrics, 2nd rev. ed. (New York: The ~lac· 

millan Company. 1963 ), pp. 9-23. More than half of this book is devoted to input· 
output analysis and the related technique of linear programming. 
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in Germany.l4 A more legitimate claim to a related technique was 
found in the earlier-neglected, pioneering work of L. V. Kantoro
vich.15 The early paper by Leontief and Kantorovich's work 
established the intellectual respectability of input-output analysis 
in the Soviet Union. While empirical work on input-output analy
sis in Russia lags behind that in a number of other countries, it is 
apparent that rapid strides are being made. 

A great deal of secrecy surrounds the work on input-output 
analysis in the Soviet Union, but enough information has leaked 
out to permit the reconstruction of a 38-sector interindustry 
table for that country based on 1959 transactions.16 A number of 
scholars have analyzed Soviet interindustry relations on the basis 
of partial data released by the Russian government. Recently, 
for example, Herbert S. Levine has contrasted the ways in which 
input-output analysis is used in centrally planned and in free
market economiesP Somewhat more detailed information about 
Soviet input-output analysis (as well as the reconstruction of the 
1959 Soviet input-output table) are contained in a paper entitled 
"Economic Interrelations in the Soviet Union," published by 
the Joint Economic Committee of the U.S. Congress.l8 These 
studies show that while Soviet input-output analysis is closely 
patterned after earlier work conducted in the ti·ee-market econ
omies, there are some significant differences. These are prin
cipally differences in application rather than construction, and to 
highlight them it will be necessary to give a brief discussion of 
the Soviet planning process.19 

14The paper was first published in Germany, but was later translated for publi
cation in Russia. See "The Decline and Rise of Soviet Economic Science," op. 
cit., pp. 269. See also "Soviet Planners Bootleg Western-Style Economics," 
Busines.~ Week (June 13, 1959). 92-96. 

t5L, V. Kanlorovich, "Mathematical Methods of Organizing and !'Ianning 
Production," Managemelll Science, VI (July 1960), 366-422 (translated by 
Robert W. Campbell and H. W. Marlow). 

ISJoint Economic Committee, Congress of the United States. Annual Eco
nomic Indicators for the U.S.S.R. (Washington: U. S. Government Printing 
Oflice, 1964), pp. 185-218. This is a summary of a study "Soviet 1959 Inter
industry Model: Reconstruction and Analysis," prepared for the Research Anal
)'sis Corporation, McLean, Virginia, by Dr. Vladimir G. Treml of Franklin and 
Marshall College. 

17 Herbert S. Levine, "Input-Output Analysis and Soviet Planning," American 
Economic Review, Lll (May 1962), 127-37. 

18Joint Economic Committee, op. cit. 
19 For a more complete discussion see the lucid presentation by Levine, op. cit., 

pp. 128-31. 
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' The construction of a short-term (annuc.l) plan mvolves a senes 
:'or stages. The initial stage consists of what Levi~1e has c~lle?, 
:the "flow and counterflow of instructions and . mf~rmat10n. 
::This is followed by establishment of the major ob.t~ct~ves o.f .the 
,economy which are given to Gosplan by th~ •~atlon s pohtt~al 
::leaders. Gosplan then details a series of prehmmary produ~tton 
,'targets called "control figures." These targets ar~ transmt~ted 
:through the economic chain of command to. the baste ~nterpnses 
'

1

• the Soviet swstem. Having been given ItS productiOn target, , m J • • • 'II 
:each enterprise then prepares a list of the mat~nal mput~ 1t ~~ 
·need. The enterprise is not free to determine its mputs arb1tranly, 
but relates them to a set of "materials input norm~" mo~t of 
which are dete1:mined at higher levels of the econom1c cham of 
command. 

In drawing up the plan there are two sets of pressures at work. 
Those at the top of the planning hierarchy apply pr~ssure ~o r~
duce input requirements. At the level of the enterpnse, wh1ch IS 

. responsible for meeting a production. quota, th.ere are counter· 
· pressures to add a little extra to actualmput re~u1rements.' 

After the initial production targets and mput requirements 
have been prepared, it is up to Gosplan to achieve an internal 
balance for the plan as a whole, to see that the output targets 

· and the input requirements are consistent. To achieve th!s· 
Gosplan uses what has been called the "11_1ethod of m~tenal 
balances." Essentially, this consists of settmg up a sene~ of 
accounts-similar to the balance sheet used by accountants m a 
free-market economy, but expressed in terms of materials rather 
than monetary units. On one side the sources of supply. of mate· 
rials are listed, and the other side lists the uses to wh1ch these 
materials are to be put. As Levine has noted, ''it is only by the 
wildest chance that the two will be equal at the first balancing.''~ 
In general, the material demands will be greater than the avail
able supplies. It is up to Gosplan to bring ~he demand an? supply 
into balance, keeping in mind the production target.s .wh1ch have 
been given the highest priority by the nation's poh~1cal leaders. 
Gosplan tries to work out the balance by a. tnal-a~1d-er~-or 
approach, or in more technical terms by followmg an 1terat1ve 
procedure. 

20 Ibid., p. 130. 
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Even with this sketchy discussion it should be clear why input
output analysis has appealed to Soviet planning technicians. 
Given a detailed input-output table, Soviet planners could achieve 
an internal balance very quickly by using electronic computers. 
Input-output analysis can be conducted in "a language the com
puter can understand (something not accomplished by the mate
rial balances method)."21 As Levine has noted, much Soviet dis
cussion of input-output analysis has emphasized the speed with 
which it can be accomplished. In a centrally planned system this 
is very important since it would permit the development of a 
series of plans from which the Soviet leaders could choose rather 
than the "often poorly balanced, late, single variant now con
structed. " 22 

The major difference between the application of input-output 
analysis in a free-market economy and in a centrally planned 
economy can now be made explicit. In a free-market economy 
the input-output analysis generally starts with a set of.final de
mands. Then, given an inverse matrix (the table of direct and in
direct coefficients), total outputs can be computed for each sector. 
By relating these to the table of direct input coeflicients, a new 
table of interindustry transactions for all proces-sing sectors can 
be constructed. 

In a centrally planned economy the targets established are not 
final demands but total outputs. These include not only the final 
demands but also the interindustry transactions· needed to achieve 
these final uses. It has also been suggested that in a centrally 
planned economy the input coefficients should not be empirically 
determined (as in a free-market economy) but that intersectoral 
balances should be based "on scientifically determined progres
sive input coetncients. " 23 

Up to now Soviet economic planners have used input-output 
tables based on empirically determined input coefficients, and for 
short-term planning they have assumed that most of these co
cflicients will remain stable. Treml has noted that "out of 4,260 
input coefficients shown in the 1959 intersectoral balance only 
500 were adjusted when the first planning balance was being pre
pared for 1962. " 24 It is evident. however, that some Soviet econ-

~IJ!Jid., p. 132. 
22 /bid., p. 133. 

t:JTreml. op. cit., p. IIJ:!. 
'lAJbid., p. 185. 
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!omists are thinking in terms of projected coefficients-a goal 
:similar to that of input-output researchers in the Western world 
iwho are working on dynamic models. 
; Input-output tables have also been constr~cted for a num~er 
l,of other planned economies. By 1964, most of the large co.untnes 
!in the Soviet bloc had prepared such tables. These mclude 
:Yugoslavia, Poland, Hungary, East Germany. Bulgaria, Czecho-
1 slovakia, and Romania. 25 In spite of this impressive array of 
input-output tables in planned economies, .bo.th the theoreti~al 
and empirical work on input-output analys1s 111 these countnes 
lags behind that of the Western world. Since economists in the 
planned economies started to experiment with input-~utput '.nuch 
later than their counterparts in free-market countnes, the1r ac· 
complishments "should be viewed against the background of 
ideological obstacles and resistance to change from many 

quarters. " 26 

A Value-FI·ee Science ot" Economics 

Mathematicians and many kinds of physical scientists, such as 
physicists and chemists, work in areas which are essentially 
free of political ideology. They can use the same tools, and con· 
verse in the same language, whether they live in a society with a 
free-market or a centrally planned economy. This has not been 
true in other disciplines, notably the social and biological sciences. 
It is not surprising, given the antithesis between communism 
and capitalism. that Soviet leaders would repudiate the entire 
body of economic theory from the Classical through the Keynes· 
ian schools. Indeed, as Leontief has noted, Soviet planners have 
operated without a theoretical framework since even Marxism 
is a theory of capitalism which contains no useful guides to the 
Soviet planner. 

The input-output model is independent of political, social. and 
economic systems. Unlike the models of the major schools of 
economic thought of the past it says nothing about how resource~ 
should be allocated and incomes distributed. It is a value-free 

25 I bid., p. 188. 26 /bid. 
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system which can be applied in free-market, partially planned, or 
totally planned economies. An input-output analysis tells us 
nothing about what should be; it describes the economy as it is. 
Various assumptions can be made about changes in technical 
coefficients, in final demand, or in total gross output. Once these 
assumptions have been made, the system can be used to make 
projections regardless of whether resource allocation and in
come distribution are determined by market forces or execu
tive decree. 

As noted, input-output analysis had to become ideologically 
acceptable before it could be used by economists in the Soviet 
Union. But this was due entirely to pressures exerted by political 
leaders; it had nothing to do with the objective reality of input
output analysis. Once the ideological barrier had been hurdled 
it was still necessary for Soviet economists to reconcile input
output analysis and Marxian theory. According to Marx, the 
total output of an economy consists of three parts: (I) the value 
of capital used up in a given period (which is considered to be 
"embodied labor value"), designated by the symbol c, (2) v which 
is the value of labor used in the production process, and (3) m 
which is "surplus value" or profit. The nation's total output 
therefore equals c + v + m. 

Although Western economists would not accept such a Pro
crustean classification of the factors of production, Soviet 
theorists have managed to "combine" the sectors of their input
output tables to conform with the Marxian classilication.27 Most 
Western economists would consider the division of an input
output table into quadrants which show capital inputs and "sur
plus value" inputs respectively as an unnecessary ideological 
exercise. But this division has no influence upon the values of 
technical coefficients, final· demand, and total gross output. It 
was no doubt necessary for Soviet theorists to do this to make 
input-output politically palatable, while Western economists 
have not been hampered by even such minor ideological restric
tions. The important point is that input-output is a technique 
which can be applied to a wide range of economic problems in
dependent of economic systems. 

27 Cf. Lange, op. cit., pp. 214-24, and Treml, op. cit., p. 189. 
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Input-Output Analysis and Economic Development 

:The versatility of the input-output model was emphasized by 
llibor Barna in his introduction to the proceedings of the third 
international input-output conference: "In 1961, at the Geneva 
cbnference the attendance was some 240, with about I 00 active
ly participating in the discussions. And they came from 41 coun
ti·ies; from capitalist and communist countries, from developed 
~nd underdeveloped countries alike. They represented an inter
~ational fraternity of econo.mists and st.atisticians, tryin.g to talk 
a. common language and trymg to learn lrom each other nTespec
tive of political divisions. " 28 Barna's remarks also indicate that 
the use of the input-output technique is not restricted to advanced, 
ihdustrialized nations; it has become a major analytic tool in the 
i~portant field of development economics. As such, the "under
developed" nations of the world have exhibited as much interest 
ih input-output analysis as have those with highly complex in-

1 

dustrialized economies. 
I The decline of colonialism and the rise or a host of new inde
~endent nations after the end of World War II provided a power-

"' £ul stimulus to the economics of development. Since they now 
Jontrol their owA destinies, the people of these nations seek to 
Jaise their standards and planes of living. In this desire they have 
had assistance from some of the world's developed economics, 
I 

notably the United States and more recently the U.S.S.R. 
I The objective of economic development is to move in the direc
'ion of greater self-sufficiency. The word greater should be em
phasized. Complete self-sufficiency would mean sacrificing the 
benefits of the international division of labor and exchange. But 
~ome of the world's underdeveloped nations have relied almost 
hciusively on imports for most manufactured products. If thcr 
~re to achieve higher standards of I iving they must become more 
ketf-sufficient than they have been in the past. This implies in
tlustrialization, and the latter, in turn, requires imports of capital 
I 

goods while an effort is made to create "import saving industries 
I 

! 

I 2BTibor Barna (ed.). Structural Interdependence and Economic Developmr111 
[New York: St. Ma~tin's Press, 1963), p. 2 

I 

I 

' 
I 
I 
I 

! 
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in other directions."29 If the latter goal is to be achieved there 
must be expansion of "structurally related" industries. In gen
eral, this means the development or expansion of industries which 
produce inputs for other import-saving economic activities. 

The process of economic development is not a simple one, and 
there are wide differences of opinion among economists about 
the historical causes of differential rates of economic growth 
among the world's industrialized nations.30 As a result of the 
pioneering work of Allen G. B. Fisher and Colin Clark, however, 
it is evident that the goal of higher real per capita income will be 
achieved only if there is a shift in employment from primary 
sectors (such as agriculture, forestry, and fishing) to secondary 
sectors (manufacturing, mining, and construction), and thence to 
the trades and services which are lumped together under the 
heading of "tertiary" activities.31 Thus economic development 
means the restructuring of an economy, and in an increasing 
number of underdeveloped countries it has been recognized that 
this process will be hastened if modern analytical tools are used 
to show how this restructuring is to be accomplished. It has been 
recognized that the input-output technique is ideally suited for 
analysis of the structure of development.32 As Leonticf has noted, 
the "input-output table is not merely a device lor displaying or 
storing information; it is above all an analytical tool."33 This is 
demonstrated by a number of papers in the Proceedings of the 
Third International Conference on Input-Output Techniques.34 

29 Harna, op. cit., p. 6. For a dill'crcnt point of view on this position sec the com
ments by Walter I sard in Input-Output Analysis: A 11 Appraisal (Princeton: Prince
ton University J>ress, 1955), pp. 366-67. 

30 See for example W. W. Rostow (ed.), Tl1e Eco11omic.l' t~( Take-O.D' i11to Sus
tailled Growth, Proceedings of a Conference held by the International Economic 
Association (New York: St. Martin's Press, 19ft3). 

31 Sce Allen G. B. Fisher, The Clash t~(l'm1-1re.u a11d Security (London: Mac
millan and Co .. Ltd., 1935), and Colin Clark. Tl1e Co11ditio/l.l' t~( Ecmwmic l'ro!-1-
ress (London: Macmillan and Co., Ltd .. 1940). 

32This is true of the analysis of "underdeveloped" regions as well as of in
dustrialized nations. 

33Wassily Leontief, "The Structure of Development." Scielltific America11, 
CCIX, No.3 (September 1963), 148-66. 

34 See Structural llllerdepelldellce a11d Eco/IOIIIic Det•elopment, especially 
parts I-III. For a related approach which, however, dill'ers in a number of re
spects from the basic input-output model, see Leif Johansen, A Multi-Sectoral 
Sllldy of Ecollomic Growth (Amsterdam: North-Holland Publishing Company, 
1960). 
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! If a country wishes to industrialize it will try to adopt the struc
ture of an advanced economy. It will try to move from a position 
lor relatively weak interdependence to strong internal interde
jpendence: "The process of development consists essentially in 
lthe installation and building of an approximation of the system 
)embodied in the advanced economies of the U.S. and Western 
!Europe and, more recently, of the U.S.S.R. -with due allowance 
ifor limitations imposed by the local mix of resources and the 
javailability of technology to exploit them."35 Input-output anal
! ysis provides a map for this process of development. Comparison 
I of the structural relationships in an underdeveloped economy 
I with those of an industrialized economy will show the gaps that 
I have to be filled. And an input-output table will show the effects-
1 direct and indil;ect- of expanding a given sector or of adding 
I new sectors to those already represented in the underdeveloped 

jeconomy. 

1 

Comparison of input-output tables for two or more economies 
(national or regional) is facilitated if the tables are standardized
if the rows and columns are arranged in a logical scheme rather 
than in the sequence prescribed by the official arrangement of 
statistics in various countries. This is accomplished by "triangu
larizing" the input-output tables to be compared. 

Triangularized Input-Output Tables 

The example of a triangularized input-output table to be dis
cussed in this section is greatly simplified: it has been "pre
cooked" in order to demonstrate certain principles.36 Triangu
larizing a real input-output table is a difficult task. It is not enough 
to arrange the rows and columns on the basis of zero and nonzero 
entries. The magnitude of the latter must also be taken into ac
count, and the arrangement must follow some set of prede
termined criteria. 

as Leontief, op. cit., p. 159. 
as For an example of the triangularized input-output table for an actual cconom) 

(that of Israel) sec Lcontief. op. cit., pp. 152-53; a graphical comparison of tri· 
angularizcd input-output tables for the United States and the OEEC nations or 
Western Europe is given on pp. 150-51. 

() 
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Table 5-1 is a hypothetical matrix of the processing sectors of 
an underdeveloped economy. The only difference between Table 
5-1 and the processing sectors of Table 2-1 is that there were 
relatively few zero entries in the latter while almost half of the 
entries in Table 5-1 are zeros. 

TABLE 5-1 

Hypothetical Matrix of Processing Sectors 
for an Underdeveloped Economy 

Industry Purchasing 

Final Total Gross 
Final Demand as 
Per Cent of Total 

A B c D E F Demand Output Gross Output 

A 5 2 0 4 0 3 15 29 52% 

B 0 2 0 0 0 0 20 22 91 

c 1 6 4 2 5 3 1·6 37 43 

D 0 1 0 2 0 6 13 22 59 

E 3 4 0 1 7 2 14 31 45 

F 0 3 0 0 0 4 13 20 65 

Table 5-l illustrates "weak structural interdependence" as 
opposed to the strong interdependence illustrated by Table 2-1. 
We assume that this table was constructed on the basis of Stand
ard Industrial Classifications followed by statisticians in the 
underdeveloped economy. The arrangement of sectors is based 
entirely on the customary way in which statistical data are 
ordered, and Table 5-1 shows no particular pattern of either 
dependence or independence among industries. It is however 
possible to rearrange the random distributions of this table into 
an order which has meaning. This has been done in Table 5-2. 
which is a triangularized version of Table 5-l. Two criteria were 
used in rearranging the hypothetical transactions table: (I) The 
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sehor with the largest number or zero output entries was placed 
at 'lthe top of the table, while each row below this has a smaller 
nu:inber of zero entries, and (2) the rows have been arranged so 
th~t final demand as a percentage of total gross output declines 
as,!one reads down the table. 

I 

TABLE 5-2 

Hypothetical Underdeveloped Matrix Triangularized 

Industly Purchasing 

Final Total Gross 
Final Demand as 
Per Cent of Total 

B F D A E c Demand Output Gross Output 
I 

22 91% 

I 

B 2 0 0 0 0 0 20 

F 3 4 0 0 0' 0 13 20 65 
I 

D 1 6 2 0 0 0 13 22 59 

A 2 3 4 5 ·0 0 15 29 52 
·I 

31 45 

I 

E 4 2 1 3 7 0 14 

c 6 3 2 1 5 4 16 37 43 
I 

/An actual triangularized input-output table ~ould not have the 
perfect symmetry of Table 5-2. The hypothetical table has been 
mr,de symmetrical to illustrate the princi~les involved in stm.ld
aroizing input-output tables, and some ol the reasons for domg 
sd. Industry B is highly dependent upon other industries in the ·· 
h~pothetical underdeveloped economy for its inputs. But it sells 
nJthing to other industries; its total output goes to final demand 
(i~cluding export sales). There are some intraindustry trans
adtions, but these are the only sales within the processing sector.37 

~7The details of the final demand and payment sectors in this table W!~uld he 
nd dilferent from those of Table 2-1, and they have been om1t1ed here to sm1plif) 
thb exposition. It should be remembered, however, that among the purchases nut 
shbwn in Tables 5-I and 5-2 are those from other countries. 

I 

I 

I~ 
: J 
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At the other extreme, industry C buys nothing rrom other in
dustries in the processing sector. More than half of its total gross 
output is sold to other processing sector industries, however, and 
only 43 per cent goes to final demand (including export sales). 
Thus industry B is an example of strong interdependence on the 
input side and industry C an example of strong interdependence 
on the output side. The table as a whole, however. shows rela
tively weak structural interdependence.3S 

After the transactions table has been triangularized, technical 
coefficients, and direct and indirect requirements per dollar of 
final demand, are computed following the steps outlined in Chap
ter 2. The results of these computations for the hypothetical 
underdeveloped economy are given in Tables 5.,...3 and 5-4. 

B 

F 

D 

A 

E 

c 

TABLE 5-3 

Input Coefficient Table 
Direct Purchases Per Dollar of Output, 

Hypothetical Triangularized Matrix 

Industries Purchasing 

B F D A E 

9c 0 0 0 0 
14c :2c 0 0 0 
5c 30c 9c 0 0 
9c 15c 18c 17c 0 

-·-
18c 10c 5c lOc 23c 
27c 15c 9c 3c 16c 

c 
0 

0 

0 

0 

0 

llc 

Table 5-4 differs in one important respect from its earlier coun
terpart, Table 2-3. The latter is a transposed inverse matrix 

"
8 

In reading a triangularizcd input-output table it is useful to recall that the 
industries below any given row (say row D in the example used here) are that 
industry's suppliers while the industries above that row are its customers. cr. 
Lcontief, op. cit., p. 153. 
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~hile Table 5-4 has not been transposed. It is convenient when 
possible to transpose an inverted input-out_Put matrix which then 
shows the production required from each mdustry at the top per 
dollar of deliveries to final demand by each industry at the left. 
l:t is not essential that this be done although it does make the in
~erted table easier to read. Table 5-4 was not transposed since 
this would have shifted the zeros below the diagonal and this 
~ight have been confusing. The notes directly below Table 2-3 
and Table 5-4 show how each is to be read. 

I 

B 

F 

D 

A 

E 

c 

TABLE 5-4 

Direct and Indirect Requirements 
Per Dollar of Final Demand 

B F D A E 

1.10 0 0 0 0 

.19 1.25 0 0 0 

.12 .41 1.10 0 0 

.18 .32 .24 1.21 0 

.31 .23 .10 .16 1.29 

.44 .31 .14 .08 .23 

c 
0 

0 

0 

0 

0 

1.12 

Each entry shows total dollar production dire~tly _and indirectly 
required from industry at left per dollar of dehvenes to final de
mand by industry at top. 

As noted in Chapter 3, the inverted Leontief matrix, or table 
of direct and indirect requirements per dollar of final demand, 
can be used to forecast the total impact on an economy of changes 
in final demand in one or more sectors. In the following example 
we will show how such a table can be used for development 
purposes. To do this we will assume the following changes in 
fi.nal demand for each of the industries in the hypothetical under
developed economy. 

C) 
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Assumed Changes in Final Demand 

Original Projected Per Cent 
Final Demand Final Demand Change 

B 20 24 20% 

F 13 17 31 

D 13 20 54 

A 15 18 20 

E 14 17 21 

c 16 19 19 

Given these changes in final demand we can (as in Chapter 3) 
project all changes which will take place within the processing 
sectors of the table. Such projections for the triangularized ma
trix are given in Table 5-5. 

TABLE 5-5 
Projected Processing Sectors 

with Assumed Changes In Final Demand 

Projected Projected 
Final Total Gross 

B F D A E c Demand Output 

B 2.4 0 0 0 0 0 24 26.4 (2) (20) (22) --F 3.6 5.15 0 0 0 0 17 25.75 (3) (4) (13) (20) --f--· .... --~-- ------------ ··----------
D 1.2 7.725 2.892 0 0 0 20 31.82 (1) (6) (2) (13) (22) 

-----
A 2.4 3.862 5.785 6.26 0 0 18 36.31 (2) (3) (4) (5) (15) (29) 

·--~-------- --- ····- - --- - -------------
E 4.8 2.575 1.446 3.756 8.627 0 17 38.20 (4) (2) (1) (3) (7) (14) (31) --------- f-----c 7.2 3.862 2.892 1.252 6.162 4.893 19 45.26 (6) (3) (2) (1) (5) (4) (16) (37) .. .. 

I he ~llgl~.tl tJ,ms,tctJOns table processmg sectors, lmal demands, and total gross outrut' 
.rc g1ven m parentheses. 
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:We have assumed that the final demand for industry B's prod
u~ts goes up 20 per cent, or in absolute terms (expressed in U.S. 
cJrrency) four billion dollars. What cfi'ect docs this have upon 
p1Joduction in the other industries represented in the hypothetical 
tr~nsactions table? Reading down column Band adding the differ
e~ces between the original ~nd p1:oje~ted _transactions, we_ find 
that total sales to industry B (mcludmg mtramdustry transactions) 
gd up 3.6 billion dollars. The increase in transactions within the 
p•iocessing sector is only slightly le_ss than the t~tal increase i_n 
final demand. By way of contrast, mdustry C's hnal demand IS 

a~sumed to change by three billion dollars, but since this industry 
rdlies only on intraindustry transactions, the total impact upon 
tHe processing sector is limited to about .9 billion dollars. The 
rdmaining additional inputs needed to satisfy the increase in 
fi~al demand of three billion dollars came from outside the proc
e~sing sector- in an actual underdeveloped economy a substan
ti~l fraction of these additional inputs would have to be imported. 
The development implications of this example are clear. If in
d~stries B, F, and D in the hypothetical economy could be cx
p~nded by stimulating the export demand for their products, 
irldustries A, E, and C would also expand as a result of the in
deased demand for their outputs. In planning for future devel
opment, industries similar to our hypothetical industry B would 
be encouraged to develop in this country. The chain reactions set 
off by the growth of such industries would generate expansion in 
other sectors of the economy. Industries like our hypothetical 
i~dustry Bare strongly interdependent on the input side, and such 
irldustries therefore have a high "multiplier effect" upon the rest 
of the economy when the demand for their prml~1cts is increased. 

1 Since the input-output table shows only the mternal structure 
of the underdeveloped economy, the following questio1i might be 
aked: How would the leaders of the underdeveloped nation 
khow what new industries should be added to the present econ
olny? The answer to this question would be obtained by an exam
irlation of a similar table for an industrialized economy. Com
pbrison of the two triangularized tables would show which new 
irldustries would draw upon the output of existing industries and 
s~ctors in the underdeveloped economy. By reference to a table 
fdr an industrialized economy policy-makers in an underdevel-
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oped economy could estimate the total impact on their own econ
omy of the growth of specific new industries. It would even be 
possible to insert in the input-output table of the underdeveloped 
economy rows and columns borrowed from the tables of indus
trialized economics. Projections would then show the total im
pact of the growth of the new industries represented by these 
rows and columns on the underdeveloped economy.39 Another 
type of analysis can also be made to illustrate graphically the use 
of input-output techniques in the study of economic development. 

The "Self-Sufficiency" Chart 

As indicated earlier, total self-sufficiency is not the goal of 
economic development, but greater self-sutliciency is. The effects 
of increasing self-sufficiency can be illustrated by reference to 
what has been called a self:-suflicicncy or "skyline" chart. Two 
hypothetical skyline or development charts are illustrated by 
Chart 5-1. It should be noted that these hypothetical charts are 
not at all realistic. They have been deliberately kept simple to 
facilitate description. Examples of actual skyline charts for the 
United States, Israel, Egypt, and Peru are given by Leontief in 
his September 1963 Scientific American article.40 The actual 
charts, which are quite detailed, show the striking differences 
in structure between a highly industrialized and three under
developed economies. 

The principles involved in constructing such charts are l~tirly 
simple, although a tremendous amount of detailed analysis lies 
behind an actual skyline chart. The vertical scale of the chart 
shows the per cent of self-sullicicncy. The horizontal axis meas
ures output expressed in units of the country's currency. The 
width of each bar in the chart shows the relative importance of 
each of the sectors in the economy as a whole. The area of each 
bar up to the I 00 per cent line shows the amount of production 
lhat would be required from each sector to satisfy the direct and 

""This wouiJ be Jonc by constructing a new lable or lcchnical coellicients 
~imilar to Table 5-3 using selected coetlicients from an inJustrializcJ economy 
[or lhe "Jummy'' rows and columns. 

'10J'p. 16:!-63. 
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ihdirect demands of the domestic economy if it were to achieve 
&elf-sufficiency. Added to the top of each bar is a crosshatched 
t;>lock which represents the direct and indirect requirements from 
~hat sector needed to produce its exports entirely from domestic 
~!esources. A crosshatched block (with lines running in the oppo
~ite direction) is then subtracted from this total. The latter shows 
~he amount of production that would be required from this sector, 
~irectly and indirectly, to produce goods that are now imported. 
The heavy black line, which suggests the appearance of a sky
line on the horizon, represents the actual total output of each of 
'I 
the sectors on the chart. 
I In the hypothetical charts (Chart 5-1) the industrialized econ
omy has a surplus of "direct and indirect exports" while the 
Lnderdeveloped economy has an export deficiency which is more 
than offset by the "direct and indirect imports." Although these 
~harts are not based on actual data they accurately represent the 
kituation as it exists today between an industrialized nation such 
I 
as the United States and any one of the world's underdeveloped 
I 

economies. Part of the surplus exports from the industrialized 
bconomy go to the underdeveloped economy, and many of these 
~xports are designed to increase the "self-sufficiency" of the 
latter. As capital goods are imported by the underdeveloped 
I • 
~conomy and its internal structural interdependence is increased, 
fits skyline chart should tend to look more like that of the in
dustrialized economy. Indeed, one useful application of this 
!technique is to project the changes in structure which will occur 
1as families of structurally related industries grow in a country.41 

I lt has been noted that the input-output technique can be used 
lfor regional as well as national development purposes. A recent 
lstudy by the Mississippi Industrial and Technological Research 
~Commission illustrates the regional application of the techniques 
discussed above in connection with underdeveloped nations.~2 

jcarden and Whittington have constructed input-output tables 
lfor the state of Mississippi, using 1961 data, and from these 
lthey have derived a skyline or self-sufficiency chart. On the 

I 41 For an example of a projected skyline chart superimposed on an actual ch;1rt 
l(ror Peru) see Leontief, op. cit., p. 164. 
II 

42John G. D. Carden and F. B. Whittington. Jr .. Studies in tire Economic Stmr· 
lure of the State of Mississippi, I (Jackson, Miss.: Mississippi lnduslrial and 
Technological Research Commission, 1964). 

() 
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Hypothetical "Skyline" Development Charts 
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basis of their analysis they have identified a number of struc
tur:ally related industries which should be encouraged to grow in 
the state if it is to optimize the use of its resources and sig
nificantly increase its per capita income. As in the case of na
tiorial development programs, these authors do not suggest that 
Mississippi should become completely self-sufficient. They define 
self-sufficiency as "the amount of exports which each industry 
is able to generate to pay for the imports of goods of that industry 
which the economy does not produce. " 43 They recognize fully 
the benefits of specialization and exchange. There is a great deal 
of specialization within "industries," however, so that "self
sufficiency" as they have defined it would mean not less but more 
int!erregional trade. As in our earlier hypothetical analysis, their 
stl!dY indicates the benefits that would accrue to the state if 
industries which would derive many of their inputs from other 
Mississippi sectors could be encouraged to expand in the state. 

Conclusions 

The input-output method is now being used as a basic analytical 
tool by government agencies in a large number of countries. 
While Leontief's original model was applied to a private-enterprise 
economy- in which changes in final demand are autonomous- it 
has been used extensively in recent years by countries with 
centrally planned economic systems. This demonstrates the 
value-free nature of input-output analysis. It is an analytical tool 
which is not tied to any particular system of economic decision
making. 

The advantage of input-output analysis in the study of eco
nomic development is that it shows in detail how changes in 
one or more sectors of the economy will affect the total economy. 
No one has claimed that all that is needed is an input-output 
table (or any other analytical tool) to achieve economic growth. 
Leontief has put the case well: "The mere existence of an elab
orate projection will not, of course, bring about economic 
growth. Much political acumen and drive, much sweat and tear~ 
goes into the actual realization even of the best-conceived dc-

43/ bid., p. 16. 
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velopmental p~an. Progress, however, will be l~tster along a road 
well mapped 111 advance and the cost of progress in terms of 
labor, capital and human sacrifice considerably less. "44 
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The static, open input-output model discussed in preceding 
chapters is a flexible analytical tool. It can be "opened" or 
"closed" to varying degrees; the sectors can be highly aggregated 
or disaggregated, depending upon its purpose; and the model can 
be applied to local communities, a region, groups of regions, or to 
a national economy. As it stands, the model is widely used for 
short-run forecasting, economic planning, and the analysis of eco
nomic development. 

The spread of input-output analysis has been accompanied by 
statistical and conceptual refinements. Some of these may be il
lustrated by comparing the two tables published thus far for the 
United States. The 50-sector 1947 table, published by the Bureau 
of Labor Statistics in 1952, was conceptually related to the na
tion's income and product accounts. But there was a significant 
statistical discrepancy between the Gross National Product de
rived from this table ami the GNP as measured by the U. S. De
partment of Commerce. This discrepancy was eliminated in the 
.86-sector 1958 table, published in 1964 by the Office of Business 
Economics. The latter table is fully integrated with the national 
income and product accounts. In addition to interindustry trans
actions, the 1958 table shows the amounts of income, by type, 
originating in each of the 86 sectors. These rellnements add to the 
usefulness of the table for market analysis. They will also permit 
more accurate measurement of the direct and indirect impacts on 
the economy of major changes in either the public or the private 

sector. 
The relatively short history of input-output economics has been 

one of continuing research. Much of this research has been cen· 
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tered at the Harvard Economic Research Project.1 Other econ
omists in this country have conducted input-output research on a 
smaller scale, however, particularly those who have been in
volved in the construction of regional and interregional input
output systems. As this is written there is a major effort in the 
United States to construct a model to be used for long-run fore
casting purposes. This effort will be discussed briefly in a later 
section of this chapter. Finally, as noted in the preceding chapter, 
there has been a great deal of input-output research in other 
countries, both those which have free-market economies and 
those which engage in varying degrees of economic planning. In 
brief, while the usefulness of the static, open input-output model 
has been amply demonstrated, even the most ardent devotee of 
this method would not claim that input-output economics is a 
fully developed branch of econometrics. In this chapter we will 
review briefly some of the recent advances in input-output re
search and touch upon some areas still in the early stages of 
development. 

The static, open model discussed in this book is based upon 
current flows only, and it assumes fixed technical coeflicients. 
From the beginning of input-output analysis some economists 
have been critical of these limitations. Others have criticized the 
static model because it does not allow for substitution among the 
factors of production, and some have questioned the practice of 
aggregating unlike firms, often producing unlike products, into 
"industries" or "sectors. " 2 

Some economists who have expressed skepticism about input
output analysis have based their criticism upon departures from 
conventional economic theory. The assumption of fixed technical 

1 h1~· !he most recent. detailed progrcs' rcporl on this research sec Wassily 
Lconllcl, eta/., Studies in tile Struclllre t~(tlle American Econom1• (New York: 
Oxford University Press, 1953). · 
• 2 Fo~·.a critical discussion which at the same time recognizes the major contribu
tl~n ol mput-output analysis, see Robert Dorfman. "The Nature and Signilicance 
ol Input-Output," Tile Rel'iew of' Economics and Statistics, XXXV I tMay 19541. 
121-33. See also Input-Output Analysis: Au Appraisal, Studies in Income and 
Wealth, Vol. 18, National Bureau of Economic Research (Princeton: Princeton 
University _Press. 1955). For 1~ ~ritical review of regional and interregional input
output stud1es see Charles M. f1ebout, "Regional and lnterrcgionallnput-Output 
Models: An Appraisal," The Sou them Economic Joumal, XXIV (October 1957) 
140-47. • 
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ti\e industry, for example, Anne Grosse found that ~upervisory 
Ialbor inputs changed little between 1910 and 1936. fhere were 
cbanges in nonsupervisory labor requirements, but these changes 
fdllowed a fairly stable pattern. This illustrates a case in which 
tJbor input coefficients could undoubtedly be projected with a 
h1gh degree of accuracy if one were interested in using them for 
making employment projections.l3 

j Water-use coefficients. Economics is concerned with the allo
c*tion of scarce resources to competing uses. But scarcity is a 
1atter of degree .. S~me resources ar~ mor~ al:und<~nt than oth~rs, 
and there are sigmficant geographic vanations m the relative 
abundance or scarcity of different resources. Water is an ex
a~ple of a resource that ~sin relative.ly ~hort s~pply in many P?rts 
of the world. In the and and semmnd portwns of the United 
States water must be carefully conserved. As the economic de
vbtopment of these regions continues it is likely that the cost of 
\\later will rise. In recent years a number of economists have been 
cbncerned with the development of models for optimizing the 
allocation of this relatively scarce resource. Input-output anal
y~is has ~Iayed an imp01:ta1~t p<~rt i.n these studie.s, whic~ have 
broad social and econom1c Implications. And an mterestmg ex
ahlple of an input-output coefficient which is expressed in phys
idat terms is that of the water-use coefficient. Such coefficients 
hhve been computed for California by Lofting and McGauhey.14 

~ollowing a standard input-output analysis of the California e.con
omy, Lofting and McGauhey computed water-use coefficients 
Jhich are expressed in acre-feet per million dollars of output. The 
Jater-use coefficients "aid in tracing out interindustry water re
q~irements which are usually obscured when attention is focused 
dn single industry usage."15 As in the case of other coefficients 
r}tating physical inputs to total outputs, water-use coefficients 
dm be used both for structural analysis and for projection pur
~oses. The stability of such coefficients is something which can 
olnly be determined empirically. Once patterns of change arc 

1

13 Anne P. Grosse, /oc. cit., pp. 392-400: see especially Table 8, p. 393. 
14E. M. Lofting and P. H. McGauhey, Economic E1•a/uation of Water, /'art 1b, An Interindustry Analysis of the Califomia Water Economy, Conlributinn 

Nlo. 67, Water Resources Center (Berkeley: University of California, January 
li963). 

15J bid., p. 62. See pp. 68-72 for the method of calculating the~e coeflicicnls. 
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established, however, it should be possible to project water-use 
coefficients with reasonable accuracy. Specialized coefficients, 
such as labor input and water-use coefficients, will undoubtedly 
play a growing role in many kinds of regional and national input
output studies in the future. 

Capital Coefficientsl6 

The static model is based upon current flows and current out
puts. Capital is involved in this system only as part of final de
mand; that is, current sales to industries purchasing capital goods 
are recorded, but the latter are lumped together in a single sector 
called "Gross Private Capital Formation." This section deals 
with capital coefficients as a stock concept as opposed to the .flows 
involved in the basic transactions table of the static input-output 
model. In the next section we will introduce the concept of a 
capital flow coefficient. 

A capital coefficient is defined as "the quantity of capital re
quired per unit of capacity in an industry."17 A table of capital 
coefficients shows capital requirements per unit of capacity by 
industry of origin for each industry or group of industries in the 
input-output system. Like the basic technical coefficients, capital 
coefficients are expressed as ratios. These show the ratio of units 
of a given type of capital to the maximum output of an industry. 
The proportions of different types of capital employed at a given 
time are determined by engineering considerations. These pro
portions will, of course, differ between relatively old and rela
tively new establishments. 

I ncremelllal and average capital coefficients. It is important to 
distinguish between two types or capital coeflicients. For a struc
tural analysis average capital coellicients are used. These show 
the total stock of capital used by any sector distributed among the 
industries in which this capital originated. They also show the 
total amount of fixed capital employed per unit of capacity. For a 
dynamic analysis, however, incremental capital coefficients are 

16Th is section draws heavily upon Robert N. Grosse, "The Structure of Capi
tal," Leontief, eta/., op cit., pp. 185-242, and upon Chenery and Clark, op. cit., 
pp. 149-53. 

17 Grosse,op. cit., p. 185. 
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required. These coefficients show the ratio of increments in capi
tal to increments in capacity. If engineering techniques remained 
constant, average and incremental coefficients would be the same. 
Because of technological change, however, engineering tech
niques are not constant, and incremental coefficients- based 
upon data obtained from relatively new plants-will differ from 
aveFage capital coefficients. The latter are a composite or average 
of the ratios of capital to capacity in all oft he plants in an industry. 

Average capital coefficients are based upon the relationship 
between the existing stock of capital and existing capacity. They 
represent the capital structure of an economy at a given time. In
cremental capital coefficients, however, might be based upon the 
"best practice" plants in an industry. These are likely to be newer 
plants using the latest equipment and most advanced engineering 
techniques available at a given time. Incremental capital coeffi
cients represent the average capital structure of an industry as it 
is likely to be at some time in the future. Indeed, in some indus
tries it is possible to develop incremental capital coefficients for 
plants which are still on the drawing board- coefficients based 
upon engineering estimates of plants not yet in operation. In an 
industry undergoing rapid technological change, incremental cap
ital coefficients derived from engineering data may be used as the 
basis for a dynamic input-output analysis. In any case, the major 
link between a static and a dynamic input-output model is a table 
of ihcremental capital coefficients. 

Inventory coefficients. One further type of input-output co
efficient will be mentioned before turning to a discussion of dy
namic input-output analysis. This is the inventmy coefficient, 
which is defined as "an estimate of the total stocks of an input 
which must be held in the economy per unit of output."lS The 
capital coefficients discussed above relate to .fixed capital only. 
Inventory coefficients, by contrast, are a measure of working cap
ital. While the estimation of inventory coefficients is not at all a 
simple matter, the concept itself is not a complicated one. The 
definition of inventories for input-output analysis differs markedly 
from that used in ordinary accounting procedures, however. In
ventory coefficients "are based on stock figures which combine 
for each kind of commodity the stocks of finished goods held }i1r 

18 Robert N. Grosse, op. cit., p. 205. 
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~hat industry and the stocks of supplies, raw materials, and goods
m-process held by the industry. " 19 That is, finished-goods in
ventories are associated with the consuming industry rather than 
the producing industry. This definition is based on the view that 
"normal" inventories are dependent upon the input requirements 
of the i~dustry which will eventually use them. Over short peri
ods of ttme, the "normal" level of inventories is not likely to be 

· affecte~ by techn_ological change. In general, therefore, inventory 
coefficients are likely to be of the average rather than the incre
mental variety. 

Dynamic Input-Output Analysis 

!he stati_c input-o~tput model discussed in Chapters 1 through 
5 IS essentially a fimshed analytical tool, although there will no 
~oubt con_tinue to be improvements in the statistical implementa
tto~ of thts model. Basically, however, the static model will re
mam unchanged. As noted in earlier chapters, this model has 
served at~d .wi~l ~ontinue to serve a number of useful purposes. 
Because t.t IS I muted to the flow of current transactions, and be
cau~e of Its ~x~d .technical coefficients, the applicability of the 
stattc model IS hmtted to short-run analysis.20 

In recent years much of the research on input-output analysis 
(as oppos~d to the statistical implementation of static models) 
~as. been d.trected toward the development of dynamic models. As 
mdtcat~d m the preceding section, the nexus between static and 
dynamtc models is a table of incremental capital coefficients. In a 
completely dynamic system, other changes-such as shifts in 
consumer tastes-must also be taken into account. For an ad
vanced i~d~tstrial economy, however, the major requirement for 
a d~mumc mput-output system is a complete description of the 
capttal structure of the economy to supplement the flow of cur-

19/bid., p. 206. 

• 
20 

S!rort-ru/1 doe~ not ~efer to any specific time period. In the case of a slowly 
~1otmg economy m _wh1ch the underlying technical relationships are changing at 
~ sow ra~e.' the _s.tatlc model can be used to make projections extending over 
~e~~ral ye~1 s. Fm 11_1put-output purposes short-run might be considered any period 
. unng.~hlch the d1fference between average and incremental capital coefficients 
1s negligible. ' 
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rent::transactions. While the theory of dynamic input-output anal
ysis ;!is in an advanced stage of development, the statistical im
plementation of existing models has proceeded at a much slower 
rate.:F1 The major reason for the lag in empirical work on dynamic 
input-output analysis is the scarcity of data. It is true that in his 
imp~essive work, mentioned above, Robert Grosse has devel
opeq capital and inventory coefficients. for about 200 industries.22 

But ~s Leontief has noted, "an exhaustive analytical exploitation 
of t*e large sets of empirical capital coefficients thus obtained 
involves extensive computations which will not be completed for 

I some time to come. " 23 

h~teresting empirical work on incremental capital coefficients 
in t~e tin-can and ball-bearing industries has been conducted by 
Anne P. Carter, and Per Sevaldson has done extensive research 
on dhanging input-output coefficients in the Norwegian cork and 
wootlpulp industries. 24 Meanwhile, Clopper Almon has experi
mented with a I 0-sector dynamic model of the American econ
omy!. His model assumes changing flow coefficients, and allows 
for the substitution of capital for labor. Almon also assumes that 
con~umer demands increase with population growth and changes 
in tile real wage rate. Investment is assumed to increase with out
put, land also as a result of the substitution of capital for labor. 
This is a "full-employment" model which assumes that the pro
jectJd final demands will result in sufficient output to fully employ 
the kvailable labor force which is determined exogenously; that 
is, t~e projection of labor supply is independent of the equations 
in his system. Almon has tested his model by making short-run 

21~ee Wassily Leontief, "Dynamic Analysis," Swdies in tl1e Stmcture of the 
Ame~ican Economy, pp. 53-90. See also Chenery and Clark, op. cit., pp. 71-79: 
Richard Stone, lll{JIIt-Output and Natio11al Accounts, OEEC (.June 1961 ), pp. 
117-BO; Anne P. Carter,. "Incremental Flow Coellicients for a Dynamic lnput
Outp6t Model with Changing Technology," in Tibor l:larna (ed.), Structurallll
terdef1 endence ami Economic De1•elopment (New York: St. Martin's Press. 
1963 , pp. 277-302; Per Sevaldson, "Changes in Input-Output Coefficients," 
idem1 pp. 303-28: Clopper Almon, "Consistent Forecasting in a Dynamic Multi
Sector Model," The Review of Economics and Statistics, XLV (May 1963). 
148-~2: and Almon, "Numerical Solution of a Modified Leontief Dynamic Sys
tem for Consistent Forecasting or Indicative Planning," Econometrica, XXXI 
(Octdber 1963), 665-78. 

22Qp. cit., pp. 209-42. 
23 Situdies in the Structw~e of the American Economy, p. 12. 
'IA0p. cit., pp. 288-98, 311-27. 
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projections and concludes that it "is possible for the model to 
reflect the technology of the economy well enough to be of prac
tical value in consistent forecasting or indicative planning. "25 

Much of the work on dynamic input-output analysis is experi
mental, and while there have been encouraging results there are 
as yet no dynamic counterparts of the full-scale static models 
which have been in use for many years. An operational dynamic 
model is the goal of much current research, however, and a major 
cooperative research program currently in progress is expected to 
make an important contribution toward its realization. 

The U.S. Economic Growth Studies 

For several years the U.S. Department of Labor, in coopera
tion with a number of other government agencies and various 
private research organizations, has been working on a series of 
economic growth studies with the o~jective of making detailed 
five- and ten-year projections. The projections are to be based 
on a series of assumptions about the rate and patterns of growth 
of the American economy. Various statistical and analytic tech
niques are being employed in making these studies. But the basis 
of the long-range projections will be "provided by a study of 
interindustry sales and purchases in the economy, and the pro
jection of these interindustry relationships over the next decade 
to reflect anticipated char;ges in technology and, if possible, rela
tive costs. These interindustry relationships can then be used to 
convert projections of end-product deliveries to estimates of 
output requirements from each industry, covering intermediate as 
well as final products. "26 

The 1970 projections will be based upon the 195H national 
input-output table. The industry output requirements obtained 
from the projections will be used to estimate the demand for 
labor on an industry-by-industry basis. Labor supply will be 
estimated by a series of interrelated projections of population, 

25 CI~pper ~lmon: "Num~rical Solu_tiOI~ ol' a Modified Lconticl' Dynamic Sys
~~m fo~ Consistent f?re~astmg or ln.d1cat1ve Planning," p. 676. See also, Almon, 
Consistent Forecastmg 111 a Dynam1c Multi-Sector Model." 
26 ~c_onom(c. c;;rowth Studies, U.S. Department of Labor, Bureau of Labor 

Stallsllcs, DIVISIOn of Economic Growth Studies (March 1963 ). 
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schciol enrollment, f~mily formation, and labor fOJ_-ce participation 
rates by age and se~. It is hoped that the resultmg e_mployme~t 

·:·' t'ons can be p'resented in considerable occupational detm~. 
proJ~C 1 , 'II b d t t1 

Projections of unit capital requirements WI e rna e o e~ -

t , both public artd private investment and the accompanymg 
rna e , d' y 
capital stock which 'Will be required by an expan ~ng econo~- · 
The effects of anticipated technological change on 1_nput requue
merits will be taken :into account. A memorandum 1ssue~l _b_y the 
Office of Economic, Growth Studies men~ions the poss1b11lty of 
using a capital flow :matrix to relate ~otal m~estment d_ema~d .~Y 

urchasing industry, to demands on mdustnes producmg capital p . 
. 27 

goods. , . . . · d 1 · h d that 
The economic growth project 1s policy one~te . _tIS ope . 

the detailed projections will serve as uselul gUides. to pu?ll~ 
policy-makers and :to private investors. Among spec1fic o~!ec
tives the economi~ growth studies are exp~cted to .prov1de: 

a. 'A framework for developing detailed est1mates of employ-

ment by occupation. . . 
b. The basis for 'evaluating the effects. of long-~·ange gove1 n-

ment programs on, the economy, includmg public works,. t~c 
farm program, defense spending, the space program, and u1 b.m 

renewal. · · 1 d 'I 
c. The basis for: analyzing, in considerable mdustna eta1, 

the economic effects of disarmament. . 
d. A capability f0r prompt analy~is of_current proble~s ~h1ch 

involve complex in(erindustry relat10nsh1ps such as the un~.tct of 
foreign trade on e,mployment and the effects of expans1on of 

public works programs. . . . . . ·r e. A model for: conductmg sens1t1v1ty analy~~s to 1dent1 Y 
those sectors of the economy which are most sens1t1ve to changes 

\j 

from one pattern of growth to another.28 
• 

Some phases of the economic growth projeCt ar~ more ad
vanced than other~. Given the vast scope of the proj~C~ a_nd the 
volume of work tha,t is yet to be completed, however_, 1t ~s lmpo~
sible to estimate when the detailed long-range prOjeCtiO~S "':111 
be ready for publi~ation. While spokesmen for the agenc1es m-

z;; Research Program~{ Economic Growth Studies_. Bureau of Labor Statistics. 
Office of Economic Gro:wth Studies, August 1962 (mnneographed), p. 13. 

28/bid., p. I . 
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volved are understandably reluctant to discuss the details of the 
studies before their completion, it is evident that significant prog
ress is being made toward the statistical implementation of a 
dynamic input-output system for the American economy. 

A "Dynamic" Regional Input-Output Model 

A completely dynamic input-output system will consist of a 
table of incremental capital coefficients to supplement the table 
which records the flow of current transactions. Such a system is 
far more complicated than the static, open model discussed in 
this book. While there is evidence that progress is being made on 
the development of such a model for the national economy, one 
does not exist at the time this is written. In this section a simple 
"dynamic" model will be described which does not depend upon 
capital coefficients. It is an adaptation of a static model which 
was developed to make long-range regional projections. Concep
tually it is quite simple. The model is based on the assumption 
that at any given time some establishments in an industry are 
more advanced than others, and that the input patterns of the 
"best practice" firms in an industry can be used to project the 
average input patterns of that industry at some time in the future. 

The assumption is made that long-run changes in technical 
coefficients are due to a combination of changes in relative prices 
and technological progress, and that these changes will be re
flected in the technical coefficients of the "best practice" firms 
during the base period. It is also assumed that the technical co
efficients will be affected by changes in interregional trade pat
terns, and that some of these changes can be anticipated by anal
ysis of long-run trends. The adjustment of technical coefficients 
on the basis of long-run trends calls for the exercise of some 
judgment. But an interregional model which fails to take account 
of changing patterns of regional imports and exports will not be 
particularly useful for making long-term projections. The method 
to be described in the following paragraphs is admittedly a bit 
"rough and ready," but it is the author's conviction and that of 
his co-workers that it will result in more accurate long-term pro
jections than mechanical reliance upon a static model. 
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While the example to be discussed is related to an interregional 
inp~t-outputanalysis, the method ~o be desc~·ibed could be appli~d 
(if ~ata were available) on a national bas1s. All figures used 111 

the', discussion are purely hypothetical, but the procedure de
scribed is one which was used in making a series of long-term 
reg1ional projections.29 

Jdentifying the "best practice" firms. An industry,. however 
def}ned, is made up of a collection of firms or_ ~stabhs_hments. 
In ~what follows we assume that the firms compnsmg an mdustry 
produce identical products. While llrms ~~re identical 01~ the out
put side (a simplifying assumption to av01d t~e ag~re~at1on prob
lem) their input patterns are not the same. It 1s realistic to assume 
th~t the firms in an industry will be of different ages. It is also 
rdlistic to assume that some of the firms will use older equip
m~nt and employ less efficient production processes than others. 
In '.brief the technical coefficients of a static input-output model 
represe~ts the average input patterns of all of the firms in the 
industry. There will be, however, a considerable amount of dis
persion around this average. The objecti~e of this part of the 
analysis is to identify a sample of llrms wh1ch are above average 
in terms of productivity on the assumption that this sub-sample of 
firms will be representative of the average firm at some time in 
the future. 

There are several ways to measure productivity. One method is 
to, express output in terms of man-hour inputs-the standard 
measure of labor productivity. It is possible, however, that even 
a~ong firms producing identical products there will be differences 
in the ratio of capital to labor inputs. A second measure of pro
ductivity often used is one which expresses outputs in ter~1s of 
combined capital and labor inputs.30 In the study under diSCUS
sion both measures were used, but primary reliance was placed 
upon the latter. The labor productivity measures _were u~ed 
largely as a check on the measures of output per umt of cap1tal 

~9The technique employed was suggested by Professor Leontief. I I has been 
u~d by the author and his associates in the Colorado River ~asi? Study to make 
long-term interindustry projections for each of the sub-basms 111 the Colorado 
River Basin. 

,3osee for example Solomon Fabricant, Basic Facts 011 Producti1•ity Chclll!il' 

(New York: National Bureau of Economic Research, Inc. [Occasional Paper 63 ]. 
1959), pp. 3-13. 
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plus labor inputs.31 After the productivity ratios for each firm 
had been computed they were expressed in index-number form 
with the "average" firm in the sample set equal to I 00. The firms 
were then arrayed in terms of produc~ivity class intervals. This is 
illustrated by Chart 6- I, where 52 hypothetical firms have been 
arranged in a frequency distribution according to the productivity 
class intervals to which they belong. The approximate median 
(halfway point) of the distribution is indicated by the arrow. The 
productivity class intervals range along the horizontal axis, the 
number ofllrms in each class along the vertical axis. 

The distribution is not completely symmetrical, but it is close 
enough for practical purposes. About two-thirds of the sample 
firms fall within the range of 90 to 130 per cent of "average" pro
ducti~ity.32 The ~rms represented by bars A and B are clearly 
margmal firms With productivity ratios well below average. Sim
ilarly, the firms in the bars labeled G, H, and 1 are well above 
average in productivity. The seven firms represented by bars 
G and H, set off by the bracket along the bottom axis, represent 
the "best practice" firms in this sample. When the input coeffi
cients of these seven linns are averaged, the results are con
sidered representative of the "average" technical coefficients 
of the industry at some future time. If a ten-year projection is to 
be made we are implicitly assuming that the firms in bars G and 
H are about "ten years ahead" of their competitors in the in
dustry, or that in another decade their present input patterns will 
be the average for the industry. 

It will be noted that the firm represented by block 1 was not in
cluded in the sample of "best practice" firms although it clearly 
has the highest productivity ratio of any lirm in the sample. This 
was done deliberately to illustrate a point. In any industry there 
will be some firms which Jo not necessarily use the latest and 
bes_t equipment or the most efficient production methods, but 
which nevertheless have unusually high rates of productivity. 
These are often small, family-owned establishments (in industries 
where such firms exist) and their high rates of productivity may 

31 C~mplete daia on capital inputs were not available, but depreciation allow
an~es m the base y~ar were obtained in the surveys. These figures were used to 
estimate the "combmed capital and labor" inputs. 

32
1 n a nor'!la~ distribution this would about equal the mean plus and minus one 

standard devmt1on. 
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be ihe result of unusual motivation and a~ove:average effor~. 
They do not necessarily follow the best pract1ces m .terms ~f engi
neering design and production techniques. S~c~ hrm_s ate con
sidelred atypical in a statistical sense, and then· 1~clus10n am?ng 
the :"best practice" firms would distort the projected techmcal 

coe~cients for the industry. 
Computing the projected technical coefficients. The s~cond 

steJ is quite a simple one. In our hypothetical example, the mput 
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Frequency Distribution of Hypothe~i~al Sample Firms 
in Terms of ProductiVIty 
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patterns of the seven "best" firms are averaged. From these 
averages a new set of direct input coefficients is computed by the 
method described in Chapter 2. From the table of direct coeffi
cients, a new table of direct and indirect requirements per dollar 
of final demand is computed (see Table 2-3). The remainder of 
the analysis is identical to that discussed in Chapter 3. Final de
mand projections are made independently of the input-output 
table. The new table of direct and indirect requirements per dollar 
of final demand is then applied to the final demand projections to 
obtain a table of interindustry transactions (for all processing 
sector industries) for the target year. If necessary, the changing 
input patterns can be extrapolated to obtain both an intermediate 
and a long-range projection. This process is illustrated by Chart 
6-2. 

The left-hand bar in Chart 6-2 represents the average input 
pattern of all firms in the industry during the base year. It in
cludes all interindustry transactions (the processing sectors) as 
well as inputs from the payments sector. In a regional model the 
latter are important since they include imports of goods and 
services as well as payments to government. 

The middle bar in Chart 6-2 represents the average input pat
terns of the sub-sample of seven "best" firms operating during 
the base year. The distribution of inputs represented by this bar 
is quite different from that given in the left-hand bar. It is assumed 
that this will be the average pattern of inputs for all firms in the 
industry at some future time. Finally, the right-hand bar repre
sents a long-range projection of the input pattern of this industry . 
It is based on an extrapolation of the changes from the left-hand 
bar to the middle bar. This is not a mechanical extrapolation, but 
one which is based in part upon analysis of various long-run 
trends . 

In our hypothetical example we have assumed that raw ma
terial inputs (represented by A) remain unchanged throughout 
the projection period. The sub-sample of "best" firms uses more 
inputs from industry 8 than the average firm in the industry, m~d 
it is assumed that there will be an even greater use of inputs from 
this industry in the future. Industry 8, we may assume, provides 
inputs associated with the increasing use of capital. Industry C 
in the example may be considered to represent the electric-power 
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CHART G-2 

Effects of Technological Change in Industry B 
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.ndustry. Since the "best" firms in our sample are more capital.
intensive than the average, their power requirements per unit of 
output are higher. Over time, it is assumed that power-input co
efficients will continue to increase. There is relatively little change 
in inputs from industries D and F in the hypothetical example. 
These, we may assume, are industries which provide services, 
and while inputs from them will increase in relative importance 
the changes are not substantial. There will, of course, be some in
crease in service inputs (notably financial services) as an industry 
shifts in the direction of greater capital-intensity. Industry E in 
the example may be considered one based upon the most ad
vanced technology (data-processing services, for example). The 
average firm in this industry purchased no services from industry 
E in the base period, but the "best" firms did. And the average 
firm is expected to use about the same relative amount at the 
end of the projection period. 

The sector represented by H in Chart 6-2 calls for special 
comment. This is the household sector, which has been moved 
into the processing portion of the table for this analysis. Labor 
inputs in the "best" firms are substantially smaller than those of 
the average firm in the hypothetical industry. On the basis of long
run trends in productivity, it is assumed that labor requirements 
per unit of output will continue to decline. Finally, moving out
side the processing sector, imports into the region and payments 
to government show a slight relative increase as we move from 
the left-hand bar to the right-hand bar. 

It should be emphasized that the figures used in this illustra
tion are hypothetical. They are not at all unrealistic, however, 
since the major change illustrated by our example is a shift in 
the direction of greater capital-intensity. The "best practice" 
firms in an industry will be those which move ahead or their com
petitors in terms of engineering design, capital equipment, and 
production methods. In an industry characterized by rapid tech
nological change, establishments which do not keep abreast of 
new developments are likely to tltll by the wayside. This is part 
of the process of economic growth, and while nothing can be said 
about the future of an individual firm or establishment in an in
dustry the "average" input pattern for the industry will change 
over time. In some industries the changes are rapid and in others 
they occur slowly. It is essential, however, that the best possible 
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t .. 
1 tes of future input requirements be made when an input-es una . . 

out~ut model is used for making detailed long-term proJeCtions 

of interindustry transactions. 
The simple model sketched in the preceding paragraph~ la~ks 

the bJegance and rigor of a truly dynamic model. The apph~at1on 
of this technique in making input-output projec~ions requires a 
cert~in amount of judgment. There is no mechamcal_ method, f~r 
exabple, for selecting a sub-sample _of "best practice"_ firms 111 

each industry. If the industry sample mcludes_ enough fi1 ms, the~ 
canlbe arranged in a distribution ~uch as ~~at lllustra~ed.~y ~ha~ t 
6-li. Then the method of select111g the best pract1ce fi1 ms IS 

ratHer mechanical. ln some cases (utilities, for ~xa~1ple) ~here 
are I only a few firms, and in these cases a comb111at~on of JUdg
ment and analysis of long-run trends is required to estimate futu~·e 
inp6t patterns. There is also no assurance that input patterns Will 
shi~.1t from the average of all firms in the _industry to the avera~e 
of ~he "best practice" firms over the penod covered by the plo
jedions. If complete historical data were available on each firm 
in the sample it might be possible to determine with greater accu
racy the length of time required for such a shift to take pl:~c~. 
Fidally, the aggregation problem has been ~·as~umed a~ay 10 
ourl hypothetical example. And in the apphcat10n of th1s tech
niq~e it remains one of the most vexatious problems to be dealt 

I 

with. . ld 
Because of the assumptions which have been made, 1t wou 

be lthe sheerest of coincidences if actual shift_s in technical c~: 
efficients of the type described in the hypothetical example we1 c 
to take place over a specified time period. It is necessary to ~m
phJsize that what results from the application of_ this method IS a 
setl of projections rather than predictions, ~md 111 a free-n~ark~t 
economy projections typically have a margm of error. Th1s will 
ce1Jtainly be true ofinput-output projections based upon the rela
tivbly crude method discussed above. !n t~e absen~e of ~ompletc 
da~a on the capital structure of industnes 111 the regions 10_vol;cd, 
hoI ever, the alternative would have been to make proJections 
bafed upon fixed technical coefficients. l t is reasonable to sup
po~e that long-range interindustry projections b_ased upon chm~g
ing technical coefficients- even where some JUdgment_ was 10-
volved in projecting new average input patterns-will come 

I 
I 

I 
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closer to the mark than those based upon the assumption that 
input patterns are invariant in the long run. 

Conclusions 

Input-output analysis has come a long way since the basic 
ideas were introduced by Professor Leontief in 1936. When he 
began his study of interindustry relations in the United States 
in 193 I, Leontief stated, "the objective prospects of complet
ing it successfully were anything but bright."33 ln a little over 
three decades, however, input-output analysis has become 
one of the most important branches of econometrics. The static, 
open model is widely used for regional, interregional, and na-

1tional economic analysis, in planned and unplanned economies, 
and by nations in all stages of economic development. Input
output economics will not displace other types of analysis. There 
is ample room for the division of labor among economists. Some 
will continue to stress the aggregative analysis which is the herit
age of John Maynard Keynes. Others will continue in the tradi
tion of Marshall, Ch~m1berlin, and their successors in stressing 
the economics of the individual firm. The great advantage of 
input-output analysis is that it covers the wide range between 
extreme aggregation and complete' disaggregation. Another 
major advantage of input-output is its stress on interdependence; 
it is the only branch of economics which shows empirically how 
"everything depends upon everything else." It has brought to 
realization, in an operational form, the grand design of general 
equilibrium theory which had its roots in the work of Fran\ois 
Quesnay and Leon Wah·as. 

The thing to be stressed about input-output economics is its 
dynamic nature. The static, open input-output model is opera
tional as it stands 'for a wide variety of purposes. It has won in
ternational acceptance as an analytical tool which is an important 
guide to policy-makers in a great many countries. There are of 
course many problems still facing input-output analysts. There 
is, for example, the ever-present data problem. The collection 

33Tibor Barna, "Introduction," Structural Interdependence and Economic 
Development, p. I. 
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and processing of data for the construction of a transactions 
table~ at either the regional or the national level, is a time
cons~ming and expensive process. As more and more input
output studies are completed, however, this problem should 
diminish in importance. This will be true particularly if "data 
bank:s" are established where the raw materials behind input co
efficients can be stored and made generally available. There are 
other problems associated with industry classification- part of 
the aggregation problem-which are particularly acute when 
comparative input-output studies are being made.34 But there is 
continued research on these problems, and as more and more 
coun'tries conform to the United Nations International Stand
ard Industrial Classification these problems can be expected to 
become less serious. With the advent of high-speed electronic 
computers, computational problems-much discussed in the 
early days of input-output analysis -are no longer serious. · 

Input-output analysis has had and continues to have its critics. 
This is not at all unusual. Indeed, it would be unfortunate if the 
situation were otherwise. The advancement of knowledge is 
accelerated by constructive, scientific criticism. Weaknesses 
in any system of thought can be better attacked if they are pin
pointed by detailed critical analysis. This is true not only of input
output analysis but of any scientific endeavor, whether in the 
physical or the social sciences. 

There are continuing efforts to improve on static, open input
output models and on the analytical tools, such as sectoral multi
pliers, derived from them. But the main thrust of input-output 
rese~rch in recent years has been in the direction of dynamic 
anal}'sis. This is the area where the greatest amount of work re
mains to be done, and where the truly challenging problems lie. 
Significant progress !:las been made in identifying the data needs, 
and elegant dynamic models have been developed. The rapid 
prog,ress of the past three decades should continue unabated. 
Since the frontiers of knowledge are being pushed back at an 
accelerated rate in all disciplines, major advances in dynamic 
input-output analysis are to be expected. The policy implications 
of operational models of this kind for a world in which economic 

34See for example Shuntaro Shishido, "Problems in the International Stand
ardization of Interindustry Tables," Journal of the American Statistical As.wcitl
tion, LIX (March 1964), 256-72. 
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interrelationships are becoming increasingly complex are suffi
ciently obvious to require no further comment. 
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7 The Rudiments of 
Input-Output Mathematics 

lihe first six chapters of this volume, which constitute a self
co~tained un.it, describe the in~ut-output. system without the .usc 
of mathematics. The construction of an mput-output model and 
so~e of its appli~ations were. illustr~ted by arithmetic exa~ples. 
Wilh one except1on these anthmet1c samples were sufficient to 
derl10nstrate how an input-output table is put together, and how 
it 4n be used for a variety of ~urposes. In Chapt~r 2 the concept 
of an inverse matrix was mentioned and a numencal example of 
an inverted matrix given. As noted in that chapter, the meaning 
of {hese terms was deferred until the present chapter. While the 
general solution of an input-output system can be illustrated by 
a nhmerical example, the actual process of inverting a matrix can 
onlr be illustrated by means of matrix algebra. 

To round out the exposition of an input-output system two 
tecpniques for inverting a ~atrix will be discussed ~ere. ~his is 
the! extent to which we w1ll pursue the mathematics of mput
ou,put analysis. For this purpo~~ we will nee~ to draw upon some 
of the more elementary propositions of matnx algebra, and these 
will be given without proof and without any attempt at either 
malthematical elegance or rigor.1 Before turning to a discussion of 
sofe of the funda~ental.s of matrix algebr~, s?me preliminary 
corments On notation Will be helpful, and It Will also be neccs
SaljY to discuss ?riefly. the conce~t ~fa de~erminant as a prerequi
site to a later d1scuss10n of matnx mvers1on. 

1 ~or a lucid and compact introduction to matrix algebra see David W. Marlin. 
"Mhtrices," Jntemationa/ Science and Teclrnology No. 33 (October 19641. 
58~70. While this article deals with the application of matrix alg~bra to v:trious 
en~~eering problems, it also serves as an excellent general mtroducllon to 
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The Summation Sign 

Matrix algebra deals with systems of equations, and when deal
ing with a large system of equations it is cumbersome to write 
out every term each time an equation is used. A compact notation 
is needed, and this is provided by the summation sign. Some of 
the elementary rules for using the summation sign are given 
below: 

The symbol for summation is k, the Greek upper-case letter 
sigma. It is used to show that addition has taken place. If, for 
example, there are 11 observations of a variable x, then 

(1) 
n 

XI + X2 + X3 + • • . + X, = 2: X; 

i=l 

The index i shows where we start counting, and the letter n where 
we stop. In this case all items from the first through the 11th are 
added. 

It is also possible to use this shorthand notation to symbolize 
the addition of pairs of observations. For example, 

5 5 

(2) (x3 + Y3) + (x4 + Y4) + (x5 + Y5) = L X;+ L Y; 

i=_l i=3 

Clearly this could be extended to any number of sets of observa
tions. The index shows that in this case we start counting the 
third pair of observations and go through the fifth. 

A set of products, for example, constants times variables, may 
be written as: 

6 

(3) a1x 1 + a2x2 + a3x3 + ... + a6x6 = 2: a
1
x

1 

i=l 

Note, however, that a set of variables times a single constant is 
written as: 
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6 6 

(4) axl + axz+ ax3+ ... + ax6= L axi or a L xi 
. i=l i=l 

In thls case the constant can be taken outside the summation sign 
sincdi (4) is equivalent to 

:I a (x1 + x2 + X3 + . . . + Xs) 

I "d next the addition of a set of variables minus a C~ns1 er 
cons~ant: 

n 

(5)(x· -a)+ (x2 - a)+ (x3 -a)+ ... + (x,- a)= L (xi- a) 
i=l 

This may also be written as 

" L xi- na 
i=l 

T~e summation sign saves both time and space. Because input
output analysis deals with large numbers of variables and equa
tionJ it is convenient to use this symbol to summarize entire sys
temsl of equations and their solutions. In reading equations which 
cont~in one or more summation signs, the reader should observe 
the fperations that have been performed before the results ~trc 
sumred. An equation which contains a number of summatl~n 
signs may appear formidable at first glance, but the ~ only m
dica~es that the simplest of arithmetic operations-addition
has taken place. Some simple illustrations of the use of this short
hand symbol in describing an input-output table will be given later 
in th1is chapter. 

. Determinants 

The notion of a determinant may be introduced by means of an 
exarltple. Consider the following system of linear equations in 
whidh x and y are the unknowns. 

I 

I 

a1x+ b1y = c1 

a2x + b2Y = c2 

~ 
lr \ 

Determinants '·, Jl 

These equations can be solved by "eliminating" x between 
them, solving for y, then substituting the value of y in one of the 
equations and solving for x. The system can also be solved using 
determinants, however, as illustrated by the following example: 

We define the determinant D as 1:: ::~-and the solution to the 

The value of the determinan~ is given by D = 1:: ::I= (a1 b2 - a 2 b1 ), 

and the values of the expressions in the numerators of x andy are 
found in the same way. This is illustrated by the following numer
ical example. Given the equations: 

3x + 4y = 18 

X+ 2y = 8 

D = I~ ~I = [(3) (2) - (I) (4)] = (6 - 4) = 2 

To solve for the unknowns, substitutions are made as in the gen
eral expression above, and the following computations are carried 
out: 

X= II: il [(18) (2)- (4) (8)] = (36 ~ 32) =; = 2 

2 
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: 131 1881 (24- 18) 6 y=, =[(3)(8)-(18)(1)]= 2 =2=3 

2 
i 

lnsFrtion of these values in the equations shows that they have 
been solved. 
Th~ determinant described above is of the second order since 

it haJ two rows and two columns. Determinants of higher order 
can tie formed for the solution of larger systems of equations. 
They! are also used in one of the methods for inverting a matrix to 
be given in a later section of this chapter. This is the purpose of 
including a discussion of determinants in this book, and no 
atte~pt will be made to give a complete exposition. Further de
tails fill be found in most first-year algebra texts. A detailed 
discussion of the properties of determinants and their use m 
econtmic analysis has been given by R. G. D. Allen.2 

I some Properties of Determinants 

A ~eterminant consists of a number of quantities arranged in 
rows.land columns to form a square. lf there are four quantities, 
the determinant will consist of two rows and two columns; if 
therd are nine, it will consist of three rows and three columns. 
The brder of a determinant depends upon the number of rows and 
coiUJhns; a second order determinant has two rows and two 
colurns, a third order determinant has three rows and three 
columns, and so on. 

THe quantities within the determinant are called its elements. 
The~e elements may represent numbers, constants, variables, or 

I 
anytping which can take on a single numerical value. The result 
of e~aluating the determinants that will be used in this chapter 
will rtso be a single number. It will be important to remember 
this rhen we turn to a discussion of matrices in a later section. 

Determinants of the second and third order are easy to eval
uate! and to work with. Determinants of higher order become 
somewhat cumbersome, but everything that has been or will be 
said jabout second and third order determinants in this chapter 
also 'holds for higher-order determinants. 

2Mhthematical Aua/ysis for Ecouomists lLondon: Macmillan and Co., Ltd .. 

19491 pp. 472-94. 
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Minors and Cofactors 

The elements of a third or higher-order determinant can be ex
pressed in terms of minors and cofactors. In defining these terms 
we will introduce a somewhat different notation of the determi
nant, as follows: 

a 11 a 12 a 13 

(/21 l/22 (/23 

(/31 (/32 (/33 

This notation will be useful in explaining the meaning of 
minors and cofactors, and also in our later discussion of matrices. 

The subscripts in the above determinant identify the row and 
column of each of its elements. The first number identifies the 
row, and the second identifies the column. For example, the 
element a23 indicates that it belongs in the second row and third 
column; the element a 12 goes in row one and column two. 

The minor of any element of a third order determinant con
sists of the second order determinant which remains when the 
row and column of the given element are deleted or ignored. 
Minors will be indicated by the symbol A, which is the upper
case Greek letter delta. Appropriate subscripts will indicate the 
minor of a given element. For example, the minor of element a 11 

will be written as: 

A,, = lll22 a23l• 
a32 a33 

i.e. the rows and columns which remain after row I and column I 
are deleted. Similarly, the minor of a 22 will consist of the elements 
in the rows and columns remaining after row 2 and column 2 are 
struck out. It is written as 

The cofactor of an element consists of that element's minor 
with the appropriate sign attached. This is where the notation 
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which: has been used in this section comes in handy since the 
sign of the cofactor can be determined from its subscripts. We 
will use the symbol A to represent cofactors, as distinct from 
minor~. If the sum of the subscripts is an even number, such as 
A 11 , thf cofactor will have a plus sign; if the sum of the subscripts 
is an odd number, for example A12 , the cofactor will have a minus 

I 
sign. The cofactors of the above determinant may be written 
as follbws: 

A.J ~ + 

I 

and s~ on. Each of the cofactors is evaluated as follows: 

Au F (a22 a33 - a23 a32), A12 = - (a21 a33 - a23 a31), and 

I 
Only three of the cofactors have been written out above, to 

illustrate the rule of signs, but similar cofactors can be written 
for eabh of the nine elements of the third order determinant. 
Whenj inverting a three-by-three matrix, all nine cofactors are 
needeo. To evaluate a third order determinant by means of ex
pansi9n, however, only three of the cofactors are needed. Both 
of ther'~ processes will b~ illustrate? later in this chapter when 
detenfmants are used to mvert a thtrd order matrix. 

rl . 
atnces 

At ~rst glance a matrix resembles a determinant. But there is 
an important difference. lt will be recalled that when a determi
nant is evaluated the result is a single number. This is not true of 
a ~at~ix, which is defined as a rectangular array of numbers. We 
Wtll ure the symbol [a;j] to indicate a matrix. In this notation, 
i refe s to the rows of a matrix and j to the columns. To distin
guish the matrix from a determinant we enclose the former in 

0 .n Matnces • _,,5 

lines to identify a determinant. A third order matrix and a third 
order determinant will thus be identified as follows: 

au a12 a13 

D = a21 a22 a23 

a31 a32 a33 

Before proceeding to a discussion of the inversion of a matrix, 
it will be convenient to introduce some definitions and some of 
the compact notation of matrix algebra. We will also give the rules 
of matrix algebra needed for an understanding of matrix inversion. 

Unlike determinants, a matrix need not be square, i.e. it is 
not necessary for the number of rows to equal the number of 
columns. Input-output analysis deals with square matrices, how
ever, and this is the only kind which will be considered in detail 
in this chapter. One other type of matrix, which has a special 
name, will be considered since it was used in Chapter 3 and plays 
an integral part in input-output analysis. A special kind of ma
trix consists of a single column and any number of rows. Such a 
matrix is referred to as a column vector. In Chapter 3, when the 
several columns in the final demand sector were collapsed into a 
single column, the result was referred to as a column vector. 
Similarly, we speak of a row vector, which is actually a matrix 
consisting of a single row and any number of columns. Finally, a 
ma~rix can consist of a single row and a single column only, i.e. 
a smgle element. The latter is typically referred to as a scalar. 
The two types of vectors and a scalar are illustrated below: 

Column Vector Row Vector Scalar 
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Returning to the notion of a square matrix, this can be written 
in it~ most general form as 

I 

Ty simplify notation it is convenient to use capital letters to 
reprfsent a complete matrix. Indeed, one of the great advantages 
of ~atrix algebra is that we can write complex systems of equa
tion~ in terms of a single matrix equation, and operations can be 
perf?rmed with these matrices as though they were single num
bers,j (which, it is worth repeating, they are not!). For example, 
if wi have the following system of equations: 

I 

a11 X 1 + a 12 x 2 + ... + a 1, x, = lz1 

a21 x, + a22 X2 + · . + a2n x, = h2 

I 

a,1 x 1 + a,2 X2 + ... + a,, x, = h, 

We ~an express the entire system as a square matrix and two 

colurln vectors.... a, a," x, "· 

a21 a22 a2 n X2 1!2 

= 

I 
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and this system may then be written as the following matrix 
equation: 

Ax= h 

In this compact notation, A = the square matrix with n2 co
efficients (a;1); x is the column vector of n elements, and h is a 
second column vector of n elements. In ordinary algebra if A and 
h were numbers and x an "unknown," the solution of (2) would be 
x = h/A. In matrix algebra if all the coefficients (a ;1) of A were 
known, as well as the e.Iements of the column vector h, we could 
solve for all the unknown x's by an analogous (but not identical) 
procedure. 

Some Matrix Definitions 

We have already defined a square matrix, row and column 
vectors, and a scalar. As is true of a determinant, the order of a 
square matrix is given by the number of rows (or columns). 

The principal (or main) diagonal of a square matrix consists of 
~he elements running from the upper left to the lower right corners, 
I.e. all of the elements in which the row subscript is equal to the 
column subscript. 

A square matrix is nonsingu/ar if the determinant of that ma
trix is not equal to zero. This is an important property to remem
ber since if a matrix is singular (i.e. if its determinant = 0) its 
inverse cannot be defined. 

A matrix which consists of I 's along the main diagonal with all 
other elements equal to zero is called an identity matrix. Such a 
matrix, which is generally symbolized by /, plays essentially the 
same role in matrix algebra as the number I does in ordinary 
algebra. 

Two matrices are equal if and only if they are of the same 
order, and if each element of one is equal to the corresponding 
element of the other. That is, two matrices are equal if and only 
if one is a duplicate of the other. 

One other definition is required before turning to some of the 
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basic Ihws of matrix algebra. If the rows and the columns of a 
matrix[ are interchanged the result is a transposed matrix. We 
identify the transpose of a given matrix as follows: 

I 
I 

For e~ample, if 
I 
I 

the transpose of A =AT a 

I A = 0 3 I , then AT = 1 3 7 [5 1 2] [5 0 4] 
I 
I 476 216 

Bl . M . 0 . 

1

astc atrtx perattons 

Matrix addition and subtraction. If two matrices A and B are 
of the kame order, we may define a new matrix C as A +B. Ma-

l 

trix addition simply involves the adding of corresponding ele-
ments rn the two matrices A and B to obtain the elements of C. 
This is illustrated in the following example: 

A = (; -~J. and B = [_: ~]. then C =A + B = G ~] 
We could also have written C = B +A to obtain the same result; 
that is, .. j1 the commutative law of addition holds (for matrices of the 
same <fder), and A+ B = B +A. While it will not be demonstrated 
here, tfue associative law of addition also holds, i.e. (A+ B) +C = 
A + (BI+ C) for matrices of the· same order. This is so because in 
matrix addition corresponding elements are added, and the order 
of addifion of these elements does not matter. 

Subtraction may be considered· as inverse addition; that is, .if 
we havje the numbers +5 and -5, their sum is 0. Thus if A and B 
are tw9 matrices of the same order, subtraction may be consid
ered as jtaking the difference of A and B. For example, if 

I [5 2] [-3 2] [8 OJ A r 4 3 , and B = l -l , then A - B = 3 4 
3 If A isl inverted and transposed, the result may be writtenAr - 1• 

I 

~ 
( ) 
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In general, the addition and subtraction of matrices is like the 
addition and subtraction of ordinary numbers since these opera
tions are petformed on the corresponding elements of matrices of 
the same order. As noted above, both the associate and commuta
tive laws hold for matrix addition. This is not true of matrix sub
traction, however. The associative law does not hold since, for 
example, 4- (5 - 2) is not the same as ( 4- 5) - 2. Similarly, the 
commutative law does not hold since, for example, 3 - 7 = -4 is 
not the same as 7 - 3 = 4. Using the original notation for the 
general elements of two matrices, we may summarize matrix 
addition and subtraction for matrices of the same order by: 

A + B = [aij + bij], and 
A - B =:= [aij - bij] 

Scalar multiplication may be defined as 

kA = [kaij], that is, 

each element of A is multiplied by k. If we have, for example, 

A = [-i ~]. and k = 3, then kA = [-~ 6] 

Matrix Multiplication 

Matrix multiplication is restricted to matrices which are con
formable. A matrix A is conformable to another matrix B only 
when the number of columns of A is equal to the number of rows 
of B. Then the productAB has the same number of rows as A and 
the same number of columns as B. It will be convenient, at least 
initially, to define matrix multiplication using letters instead of 
numbers. If we have two matrices A and B defined as follows: 



Let A = ~~ ~]. and B ~ [~ ~]. then 

[
(IX2 -f 3XI} (IX4 + 3X3}] = [5 13] 

I AB = (2X2 .f. OXI} (2X4 + 0X3} 4 8 

NotiJ, however, the result of reversing the order of multipli

cationJ 

I [(2XI + 4X2} (2X3 + 4X0)] = [10 6] . 
I BA = (lXI + 3X2} (IX3 + 3X0) 7 3 

The Jatrix product BA does not equal the prod.uct AB. That is, 
in gen~ral matrix multiplication is not commutative. 4. 

Thd no~commutative nature of matrix ~ultiplicatton can als~ 
be illulstrated by multiplying a row vector tunes a column vecto1. 
If, fo1 example, we halve the following row and column vectors: 

I . [2] 
I F = [ I . 2 -3] and G = i ' then 

Ft ~ [I 2 -3] [t] ~ [(IX2) + (2X4)- (3XI)] ~. 7 

I 
[

2] [(2XI} (2X2} (2X-3)] [2 4- 6] 
But GF= 4 [12-'--3]= (4XI}(4X2}(4X-3} = 4 8-12 

4JJ' J. . . tt·'tcles A B ·md C •tr~ 1c:~~;:l~b~~. ~~:=~l~ciative :aw ~~~111~11· 
tee 11M • • • •' '' ld b d h vet· tll'tl plicati n holds. That is, A: ~BC:l = (A 8) C. It shou e note , owe • ' 

A B ~ r do" not n~""nly tmply th>t B ~ C. 

n 
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A row vector times a column vector, multiplied in that order, 
equals a scalar. But a column vector times a row vector yields 
a matrix. 

The associative law holds in matrix multiplication. That is, if 
we have three matrices A, B, and C, then (AB)C =A(BC). But 
as the above examples have shown, the order of matrix multi
plication cannot be reversed. 

There is one important exception to this generalization. In 
the next section we will define the inverse of a matrix which is 
symbolized as A-t. The order of multiplication of a matrix times 
its own inverse does not matter, i.e. AA -t =A - 1A. In this case it 
is immaterial whether A or A-t is on the left; in both cases the 
result is /, the identity matrix. That is: 

AA-1 = .4-1A = I 

Inverting a Matrix 

In earlier sections we discussed the concept of a determi
nant, and the minors and cofactors of a determinant. We also 
covered matrix addition and subtraction, scalar multiplication, 
and matrix multiplication. Most of these will now be used in our 
discussion of matrix inversion, the major goal of this chapter. 
The inverse of a special kind of matrix, to be discussed later, 
gives us a general solution to the equations in an input-output 
system. 

It will be recalled from our earlier discussion that a matrix 
A times its inverse A -l equals /, the identity matrix. Thus after 
a matrix has been inverted it can be multiplied by the original 
matrix. If the result is a matrix with I 's along the main diagonal 
and zeros everywhere else we have a check on our procedure 
and are assured that A-t is indeed the inverse of the original 
matrix. 

The example chosen to illustrate the process of matrix in
version is an extremely simple one. In particular, it has been 
chosen to give us a determinant with a value of I. The sole pur
pose of this is to keep the arithmetic as simple as possible so 
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that a~~ention can be focused on the process of matrix inversion 
rather [than on the computations themselves. 

The\ problem is to find A -• of the matrix 
I 
I 
I 

[
l 2 3] 

A= l 3 3 
l 2 4 

The fijrst step is to evaluate the determinant of this matrix by 
expan~ing along the cofactors of row l as follows: 

I 

D= I 3 3 = 113 31-211 31+311 31=(12-6)-2(4-3)+3(2-3)= I 

I
I 2 31 
124 24 14 12 

The value of the determinant, as mentioned above, is unity. 
Thd next step involves identification of all the cofactors of 

the ddterminant. These are given below: 

Co~actors 
ofD= 

(6) (-l) (-l) 

Au ~~ !I • A12 = -~! !I • A1a = I! ~~ 
(-2) (I) (0) 

Az1=-1; !I,Azz=l! !I,Aza=-1: ;1 
(-3) (0) (l) 

12 31 -,1 31 ,. 21 3 3 ' Aaz = l 3 ' Aaa = I 3 

TJ numbers in parentheses above each of the cofactors repre
sent t~e values of the co factors with appropriate signs taken into 
account. The values of the cofactors are then arranged in matrix 
form,j and this matrix is transposed. It will be recalled that to 
transpose a matrix we convert each column into a row (or vice 
versa). To avoid confusion with a transposed matrix as such, the 

0 Inverting a MatO 143 

transposed matrix of cofactors is called the adjoint matrix. These 
steps are illustrated below: 

[ 

6 -I -l] 
-2 I 0 
-3 0 I [ 6 -2 -3] 

-1 I 0 
-l 0 l 

Matrix of cofactors Adjoint matrix 

Only one step remains to obtain the inverse of the original 
matrix. This is to divide each element in the adjoint matrix by the 
value of the original determinant. Since in our example the value 
of the determinant is 1, the numbers in the adjoint matrix are 
not changed-:- it is A -•, the inverted matrix we are seeking. To 
be s_ure of th1s, ~owever, we will multiply the original matrix by 
the mverse matnx. If the result is an identity matrix we are sure 
there have been no errors in the calculation of A -•. That is, we 
must find out if 

A I 

[I 2 3] [ 6 -2 -3] [I 0 OJ I 3 3 . -1 I 0 = 0 I 0 
1 2 4 -1 0 I 0 0 I 

The details of the multiplication are given below: 

[

{(I X6)+ (2X-I)+ (3X-I)} {(I X-2)+ (2X I)+ (3X0)} {(I X-3)+ (2XO)+ (3X I)}] 
{(I X6)+ (3X-I )+ (3X-I )} {(I X-2)+ (3X I)+ (3X0)} {(I X-3)+ (3X0)+ (3X I)} 
{(I X6)+ (2X-I)+ (4X-I)} {(I X-2)+ (2X I)+ (4X0)} {( IX-3)+ (2X0)+ (4X I)} 

Each of the expressions within the brackets { } will become an 
element. in the matrix which results from this multiplication. 

Carrymg out the above arithmetic operations we obtain: 

[
I 0 0] 
0 I 0 =I 
0 0 I 
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This i~ the identity matrix, and it proves that A -• is in fact the 
I 

inverse of A. 
It wjll be recalled that matrix multiplication is not commutative 

in generaL In this special case, however, the order of multipli
cation/ does not matter. We could have reversed the order of 
multiplication, and the result would have been the identity matrix. 

I 

· Ilverting a Matrix by Means of a Power Series 
I 

Thel inverse of the above matrix is exact. The method em
ploye9 is also straightforward and easy to use for inverting a 
3 x 3 ~atrix even if the determinant is a positive number larger 
than II. All this involves is dividing each element of the trans
posed matrix of cofactors by the value of the determinant The 
methotl is not an efficient one, however, for inverting a large 
matri+ say 40 x 40. The computational procedure followed 
when ·fl large matrix is inverted by computer is quite complex 
and will not be illustrated here. Another technique for obtaining 
the a~proximate inverse of a matrix will be described (but not 
illustr~ted) since this technique brings out the "multiplier" effect 
of ex~anding an input-output matrix to obtain a table of direct 
and in~irect requirements per dollar of final demand (Table 2-3). 
This is the method of expansion by power series, and it will be 
comp1red with an exact method for obtaining the inverse of a 
Leontlef input-output matrix. 
Th~ matrix that is inverted to obtain a table of direct and in

direct 1 requirements per dollar of final demand is known as the 
Leontief input-output matrix. It is defined as (1- A), and its in
verse lis then (I- A)- 1

• In these expressions, I is the identity 
matrix and A is the matrix of direct coefficients such as Table 2-2. 
Thus ~he table of direct and indirect requirements per dollar or 
final ~emand is the transposed inverse of the difference between 
the idFntity matrix and a matrix of direct input coefficients. The 
matrix (I - A)- 1 can also be approximated by the following 
expan~ion: 

0 Inverting a Matrix by Means of a Power Series045 

That is, the table of direct input coefficients is added to the 
identity matrix. This is how we show the initial effect of increas
ing the output of each industry by one dollar. Then the succes
sive "rounds" of transactions are given by adding the square of 
A to (/ +A), and to this result adding A to the third power, and 
so on until the necessary degree of approximation is achieved.5 
Since all of the initial values in the table of direct coefficients 
are less than one, each of the matrices consisting of higher 
powers of A will contain smaller and smaller numbers. As A is 
carried to successively higher powers the coefficients will get 
closer and closer to zero. This is another way of saying that at 
some point the direct and indirect effects of increasing the output 
of each industry in the input-output model by one dollar will 
become negligible. In practice, if the A matrix is carried to the 
twelfth power, a workable approximation of the table of direct 
and indirect requirements per dollar of final demand will be ob
tained. Table 7-1 on page 146 shows the exact inverse of the 
Leontief matrix used in Chapters 2 and 3, and in parentheses 
below each_ cell entry is the approximation obtained by carrying 
the A matnx to the twelfth power and adding the result to the 
identity matrix. 

Transposed inverse = (I - A)r -t 

Power series approximation = [/ +A + A2 + . _ . + A12L. 6 

All entries here are carried to four places. There is agreement to 
the first two decimal places in all but four of the cells. And when 
rou~ded to the nearest cent, more than two-thirds of the approxi
mations by power series are identical to the entries in Table 2-3. 
Thus the approximation by power series yields completely work
able results. 

5 
As a consequence of the associative law, powers of the same nntrix •tlw·t s 

commute. Thus the order of multiplication of A and the high~r powe;·s of A d~~·. 
not matter. s 

ti After the power series approximation was completed the resulting matrix 
was tran.s~osed to ~ake it comparable with Table 2-3. It will be recalled that 
tn~ns~o.s111on of the mverse matrix is not an essential part of input-output anal
YSis: It IS done to make the table of direct an~ indirect requirements easier to read. 
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' 
' 

'A 
I 

A 1.3787 
(1.~767) 

B -~496 
(. 481) 

c .2651 
(.2631) 

I 

D .3452 
q424) 

I 

E -~542 
( .. 521) 

I 
I 

F ·r83 ( .. 763) 

TABLE 7-1 

Transposed Inverse of Leontief M~trix 
and Approximation by Power Senes 

B c D E 

.2497 .2810 .4060 .2721 
(.2481) (.2795) (.4040) (.2704) 

1.2056 .1617 .1860 .1194 
(1.2044) (.1606) (.1845) (.1182) 

.3849 1.3802 .2329 .1665 
(.3834) (1.3788) (.2310) (.1649) 

.2523 .2497 1.5293 .6464 
(.2501) (.2477) (1.5266) (.6441) 

.2575 .3068 .3862 1.2815 
(.2559) (.3052) (.3842) (1.2798) 

.3544 .2239 .2952 .2112 
(.3529) (.2225) (.2933) (.2096) 

F 

.2276 
(.2259) 

.2366 
(.2354) 

.3937 
(.3921) 

.4057 
(.4034) 

.2542 
(.2524) 

1.3223 
(1.3207) 

As a Jractical matter, there is little pointin expanding a ma
trix by .feans of a power series. With today's high-speed elec
tronic c9mputers and efficient computational methods, it is pos
sible to obtain an exact inverse as rapidly, and at no higher cost, 
than to dstimate the inverse by expansion of a power series. The 
reason fJr mentioning the power series approximation is that it 
conveys lmore clearly than the mech?nical_ proce~s ~f inversion 
the step by step, or incremental, way m whtch the mdtrect effects 
of inter~dustry transactions are propagated throughout the 
system. Moore and Petersen have also suggested that each of the 

I h . . terms in the power series can be used to represent t e mteractton 
between )changes in final ~emand, o~er time, and th~ direct and 
indirect transactions requtred to satisfy the successive changes 

i 
in final demand. 7 

1 Frederibk T. Moore and James W. Petersen, "Regional Analysis: An Inter
industry ~odel of Utah," The Review of Economics and Statistics, XXXVII 
(November 1955), 380-81. 
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A third method of approximating a table of direct and indirect 
effects will be mentioned, but will not be described here. This is 
the iterative method of computing successive "rounds" of pro
duction needed to satisfy a given level of final demand. Like the 
approximation by power series, this method has the advantage of 
showing clearly the incremental nature of indirect effects. It also 
shows how the indirect effects converge toward zero as succes
sive "rounds" of transactions are completed.8 

The Input-Output System-A Symbolic Summary 

We are now in position to summarize the static, open input
output system in symbolic language. 

Basically, the input-output model is a general theory of pro
duction. All components of final demand are considered to be 
data. The problem is to determine the levels of production in 
each sector which are required to satisfy the given level of final 
demand. 

The static, open model is based upon three fundamental 
assumptions. These are that: 

I. Each group of commodities is supplied by a single produc
tion sector. 

2. The inputs to each sector are a unique function of the level 
of output of that sector. 

3. There are no external economies or diseconomies. 
The economy consists of n + I sectors. Of these, one sector

that representing final demand-is autonomous. The remaining 
n sectors are nonautonomous, and structural interrelationships 
can be established among them.9 

Total production in any one sector during the period selected 
for study may be represented by the symbol X;. Some of this 
production will be used to satisfy the requirements of other non
autonomous sectors. The remainder will' be consumed by the 

8 
A detailed example of the incremental method is given in 1-lollis 13. Chencry 

and Paul G. Clark, Interindustry Economics (New York: John Wiley & Sons, 
Inc., 1959), pp. 27-31. 

9
0therwise stated final demand, for each sector, is an exogenous variable, 

and the interindustry transactions are endogenous variables. 
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I 
autonbmous sector. This situation may be represented by the 
folloWing balance equation: 

I 
I 

(l) 1 X;= X 0 + X;z + ... + X;n +XI (i = I . · · n) 
I 

wher~ X 1 is the autonomous sector, and the remaining terms on 
the r!ght-hand side of the equation are the nonautonomous 
secto~s in the system. 
As~umption (2) above states that the demand for part of the 

outp~t of one nonautonomous sector X; by another nonautono
mousj sector Xi is a unique function of the level of production in 

xr Tlat is: 

(2) 1 xij = a;;Xj 

SubsJituting (2) in equation ( 1) yields 

(3) l;=aii,(X1 )+a;2 (Xz)+ ... a;n(Xn)+Xf(i= I ... n) 
I 

This bay be written more compactly as r·· , 
(4) X; = L aij (Xj) + xf (i = 1 ... n) 

j=l 

wherf X; is the amount demanded by the Jth sector from the 
ith sector, and xf represents the end-product (final) demand for 
the dutput of this sector. The model can be illustrated sche
matidally in Figure 7 -I. 
Fr~m the transactions table (Table 2-1) the technical co

efficirmts are computed (Table 2-2). These coefficients show the 
direct purchases by each sector from every other sector per 
dolla~ of output. They are given in equation (2) above, which 
may re rewritten as: 

(5) 

. Thf coefficients are computed for the processing sector only 
m twr steps: 

n 
The Input-Output System-A Symbolic Summary I49 

FIGURE 7-1 

Schematic Representation of the Transactions Table 
of a Static, Open Input-Output Model 

~lnJ•"t" Purchasing 

Industry~ 
x, 

Producing 

Ill 

0 ..... 
0 "0 
Q) t: 

II (f) ro 

2: 
E 

a;i (Xi) b.O Q) t: 0 
j=l 

'iii 
1/) -ro Q) 
0 t: 
e i.i: 
a.. 

Processing Sectors 

Xp = Xr Payments Sectors 

Xo =X; Total Gross Outlays 

X; 

..... 
::J 
a. ..... 
::J 
0 
1/) 
1/) 
0 ... 

(.!) 

-ro ..... 
{:. 

(I) 1 nventory depletion during the base period is subtracted 
from total gross output to obtain adjusted g1~oss output. 

(2) The entry in each column of the processing sector is divided 
by adjusted gross output to obtain the aii shown in (5). This gives 
the following matrix of technical coefficients. 

(6) 
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As hated in the pre~eding section, the table of direct and in
direct i requirements per dollar of final demand is obtained by 
inverting a Leontief matrix, which is defined as (/ -A). The 
new dtatrix of coeffic:ients showing direct and indirect effects 
(Tabl¢ 2-3) is general:ly transposed to obtain (/ - A >r - 1

• This 
matrix may be designated as R. 

, I 

ru ,.l.i /'111 

(7) R 

Analytically, the input-output problem is that of determining 
the i~terindustry transactions which are required to sustain a 
given 'level of final demand. After a transactions table has been 
constructed, we can compute the A and (I - A)r - 1 matrices. 
For any new final demand vector inserted into the system, we 
use these to compute a new table of interindustry transactions 
as follows: 

(8) 

(9) 

II 

k x,i l';j = x;, then 
j=l 

a;1 x; = T' 

Equation (8) shows that we multiply each column of (I -A)r - 1 

by the new final demat;td associated with the corresponding row. 
Each column is then summed to obtain the new total gross out
put (X;).I° Finally, in 'equation (9), each column of the table of 
direct input coefficients is multiplied by the new total gross out
put (X;) for the corres'ponding row. The result is the new trans-

•oTo simplify the exposition we ignore certain inventory adjustments here 
which have to be made in p~actice. 

,---., 
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actions Table T' which can be described by the following new 
balance equation: 

" (10) X;= L a, <X;>+ X}, (i= I ... 11) 

i=l 

When the "dynamic" model discussed in Chapter 6 is used in 
making long-range projections, the fixed technical coefficients
the a iJ of the original A matrix- are replaced by new coefficients 
computed from a sample of "best practice" establishments in 
each sector. All of the computational procedures described above 
remain unchanged, however. This could be symbolized by sub
stituting a;1 for ai.i in (I 0) indicating that all components of the 
balance equation are changed in the "dynamic" model. 
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TABLE 2-2 

Input Coefficient Table* 
Direct Purchases per Dollar of Output 

Industries Purchasing 

A B c D E 

16e 26e 3e 5e 13e 

Be 7e lBe 3e Be 

lle 4e 21e 3e 13e 

17e 2e 5e 21e 16e 

6e 0 3e 36e Be 

3e lle 1Be 15e 5e 

TABLE 2-3 

Direct and Indirect Requirements 
per Dollar of Final Demand* 

A B c D E 

$1.3B .25 .2B .41 .27 
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.27 .38 1.38 .23 .17 

.35 .25 .25 1.53 .65 

.35 .26 .31 .39 1.28 

.38 .35 .22 .30 .21 
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