


This document is copyrighted material.

Permission for online posting was granted to Alaska Resources Library and Information Services
(ARLIS) by the copyright holder.

Permission to post was received via e-mail by Celia Rozen, Collection Development Coordinator
on December 16, 2013, from Kenneth D. Reid, Executive Vice President, American Water
Resources Association, through Christopher Estes, Chalk Board Enterprises, LLC.

This symposium includes the following chapters directly relevant to the Susitna-Watana Project:
The Susitna Hydroelectric Project simulation of reservoir operations
by Yaohuang Wu, Joel |. Feinstein, and Eugene J. Gemperling ......cccccccceevevvvveeeeeeeereennns pages 3-11

Hydrology and hydraulic studies for licensing of the Susitna Hydroelectric Project
DY EUZENE J. GEMPEITING .ottt e e eesctbeee e e e e e e eesesasreeeeeeeeesesanssaseeeeessennnns pages 73-85

Some aspects of glacier hydrology in the upper Susitna and Maclaren River basins, Alaska
by Theodore S. Clarke, Douglas Johnson, and William D. Harrison ........ccccccueeen..e. pages 329-337

Forecasting the effects of river ice due to the proposed Susitna Hydroelectric Project
by Ned W. Paschke and H.W. Coleman .......ccoovvuuieiiiiiiieiiiiiiee e pages 557-563

Freezeup processes along the Susitna River
by Stephen R. Bredthauer and G. Carl SChoch .........cccveviiiiiiiiinii e pages 573-581



PROCEEDINGS
of the

Symposium: Cold Regions Hydrology

UNIVERSITY OF ALASKA-FAIRBANKS, FAIRBANKS, ALASKA
Edited by

DOUGLAS L. KANE
Water Research Center
Institute of Northern Engineering
University of Alaska-Fairbanks
Fairbanks, Alaska

Co-Sponsored by

UNIVERSITY OF ALASKA-FAIRBANKS
FAIRBANKS, ALASKA

AMERICAN SOCIETY OF CIVIL ENGINEERS
TECHNICAL COUNCIL ON COLD REGIONS ENGINEERING

NATIONAL SCIENCE FOUNDATION
STATE OF ALASKA, ALASKA POWER AUTHORITY
STATE OF ALASKA, DEPARTMENT OF NATURAL RESOURCES

U.S. ARMY, COLD REGIONS RESEARCH
AND ENGINEERING LABORATORY

Host Section
ALASKA SECTION OF THE AMERICAN WATER RESOURCES ASSOCIATION

The American Water Resources Association wishes to express appreciation to the U.S. Army, Cold
Regions Research and Engineering Laboratory, the Alaska Department of Natural Resources, and
the Alaska Power Authority for their co-sponsorship of the publication of the proceedings.

American Water Resources Association

5410 Grosvenor Lane, Suite 220
Bethesda, Maryland 20814



AMERICAN WATER RESOURCES ASSOCIATION TECHNICAL PUBLICATION SERIES
TPS-86-1

LIBRARY OF CONGRESS CATALOG CARD NUMBER: 86-70416

1986 COPYRIGHT BY THE AMERICAN WATER RESOURCES ASSOCIATION

All rights reserved. No part of this book may be reproduced in any form or by any mechanical means, without written permission
by the publisher. These proceedings were published by the American Water Resources Association, 5410 Grosvenor Lane, Suite 220,
Bethesda, Maryland 20814. The views and statements advanced in this publication are solely those of the authors and do not repre-
sent official views or policies of the American Water Resources Association; the University of Alaska-Fairbanks; the American
Society of Civil Engineers, Technical Council on Cold Regions Engineering; National Science Foundation; State of Alaska, Alaska
Power Authority; State of Alaska, Department of Natural Resources; and the U.S. Army, Cold Regions Research and Engineering
Laboratory, Communications in regard to this publication should be sent to the Circulation Department of the American Water
Resources Association, 5410 Grosvenor Lane, Suite 220, Bethesda, Maryland 20814, U.S.A.



PREFACE

Fascination with polar regions, along with potential commerce, first attracted arctic and ant-
arctic explorers. However, most adventurers and their supporters soon concluded that resource
development and trading in cold regions was not very profitable. In fact, the high latitudes of
North America were viewed as a physical obstacle to trade routes between southeast Asia and
Europe. Substantial time and effort was spent seeking the Northwest Passage.

Early commercial spirit faded with the decline of the fur trade and whaling, and with the
depletion of the gold fields. The Second World War drew fresh faces to the North. Military
activity and new resource development became the major motivating factors for population
growth in cold regions. These activities stimulated the tremendous growth of scientific research
on high-latitude phenomena over the last 40 years.

The first forms of economic activity in the North, such as whaling and gold mining, were
performed by temporary inhabitants who frequently retreated southward to warmer climates.
Slowly this mode of operation changed; people started to make the high latitudes their year-round
home. New technology made living in these cold climates more tolerable during the winter.
Modern transportation and communication reduced the perceived distance between the North
and the rest of the world.

Since much of the increasing activity was affected to some extent by hydrologic phenomena,
the need developed for both an understanding of hydrological processes dominated by snow and
ice, and long-term data for hydrologically related design. Clearly, mid-latitude hydrology has
attracted much mrore attention than high-latitude phenomena during the last few decades. This is
rightfully so, since most people live at the mid-latitudes. Yet the search for natural resources
now extends far beyond this zone of comfortable living. The greatest strides in our understanding
of hydrologic processes are now being made in both cold and tropical climates. In cold regions,
science has particularly advanced our understanding of the roles of snow and ice. Also, it is
imperative that we precisely understand the contribution of the polar regions and the tropics to
the global climate. ,

The objective of this symposium is to pull together researchers and practitioners in hydrology
and closely related fields to discuss present hydrologic problems and interests. We are fortunate
to have presentations from a large number of countries: Austria, Canada, Denmark (Greenland),
England, Finland, Iceland, Japan, Norway, Sweden, USA and USSR.

A review of present hydrologic data reveals that most northern countries have very sparse
networks for data collection. Most data are collected around population centers that are
situated at relatively low elevations. The periods of record for most hydrologic data in cold
regions are quite short relative to record lengths in temperate climates. Furthermore, instru-
mentation used to collect data often does not work satisfactorily in cold regions. A session on
Instrumentation and Data Collection, and another on Remote Sensing will address many of these
problems.



The sessions generally follow the logical divisions of the hydrologic cycle. Watershed input
is covered in a session on Precipitation — Snowpack — Soil Processes. Along these same lines,
glaciers that act as storage reservoirs during the winter and provide meltwater for runoff in the
summer are included in the session on Glacier Hydrology. The importance of ablation and the con-
version to runoff in the hydrologic cycle of cold regions are highlighted by a session on Snowmelt
Runoff. Channel processes associated with sedimentation and ice are presented in one session on
Channel Hydraulics and Morphology, and two sessions on River Ice Hydraulics. Surface storage
in water bodies and associated processes are discussed in a session on Reservoir and Lake Level
Processes. In the field of environmental hydrology, one session is devoted to Water Quality.

There are more than 20 additional papers in the poster session. These excellent papers could
have fit into one of the other sessions if there had not been so many papers. The poster papers
were selected by the technical chairman based solely on graphical criteria. For every session, snow,
ice and frozen ground are the common threads that bind the symposium together.

Despite the fact that numerous books with ominous titles (No Man’s Land, Amid Snowy
Waste, Ice Bound, Lost in the Arctic, Two Against the Ice, Nansen in the Frozen World, etc.)
have been written about the colder regions of the world, people venture forth in ever-increasing
numbers. To treat this land properly, we need to develop a clearer understanding of its natural
processes.

Douglas L. Kane
Editor, Technical Chairman
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THE SUSITNA HYDROELECTRIC PROJECT
SIMULATION OF RESERVOIR OPFRATION

Yaohuang Wu, Joel I. Feinstein, and EFugene J. Gemperlinel

ABSTRACT: This paper presents the general flows in the summer for release during low
concept and methodology used in the simu- flow periods in the winter when the energy
lation of reservoir operation, which demand 1is high. This alteration of the
played an important role in the study of natural flow pattern would affect the
the Susitna Hydroelectric Project. The quantity and availability of spawning,
objective of the simulation was to find incubating, and rearing habitat for fish,

optimum operation rules which would meet
projected energy requirements of the
Alaska Railbelt, while at the same time
satisfying flow regimes which would
maintain habitat for resident and
anadromous fish. Computer models were
used for the simulation of reservoir
operation on a monthly, weekly, and hourly

>

> 4‘3 DEVIL CANYON
basis, using streamflow records of 34 ALASKA &/ DAMSITE
years. The results of the simulation 5‘;5 BAMSITE
allowed the selection of a preferred flow & »» GLZIN
regime which could meet the projected “rarkeerna %)
energy requirements and also provide no gm m&ﬁ
net loss of habitat for the fish. 1/ S 3
(KEY TERMS: reservoir operation \
modeling; rule curve; operating guide.)

® ANCHORAGE ~—3 VALDEZ

A

INTRODUCTION =N s

The proposed Susitna Project consists f
of two tandem reservoirs on the Susitna &
River. The two proposed dam sites are the S
Watana site, a rockfill dam to be located $
at river mile 184 of the Susitna River, _ L
and the Devil Canyon site, a concrete arch e e S
dam 32 miles downstream from the Watana ' SCALE INMILES
site as shown in Figure 1. The project
would operate by storing the high natural Figure 1. Susitna Project Location Map

L Respectively, Principal Engineer, DelLeuw, Cather and Company, 525 Monroe Street, IL 60606
(formerly Senior Power Planning Engineer of Harza Engineering Company); Power Planning
Engineer, Harza Engineering Company, 150 South Wacker Drive, Chicago, IL 60606; and

Manager of Hydrologic and Hydraulic Studies, Harza-FEbasco Susitna Joint Venture, 711 H.
Street, Anchorage, AK 99501
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primarily in the middle reach of the
river. The impounding of water in the
reservoirs and the alteration in flow
patterns would also change water quality
parameters associated with mainstem flow
such as water temperature, turbidity, and
suspended sediment. The simulation of
water temperature, ice formation, and sus-
pended sediment were conducted in a series
of separate studies using the reservoir
water levels and discharges from the
reservoir operation study.

To mitigate the impacts on chum salmon
spawning and incubation in side sloughs
and chinook salmon rearing in side
channels, eight different flow regimes
were developed for evaluation (Alaska
Power Authority, 1985). ©Each of the flow
regimes was designed to provide a given
amount of habitat for the fish species.
Each flow regime consists of a series of
weekly maximum and minimum flows through a
year keyed to chum and chinook salmon life
cycles. The maximum or minimum flows were
specified at the Gold Creek station, which
is located 15 miles downstream of the
Devil Canyon site. Figure 2 shows the
E-VI flow regime which was selected as the
preferred alternative. Minimum summer
flow requirements would provide flow
stability and would maintain a minimun
watered area for salmon habitat. Maximum
winter requirements would provide flow
stability and would minimize the potential
for winter water levels to overtop side
slough habitats affecting incubating and
rearing chum salmon.
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Figure 2. Environmental Flow Requirement, Flow Regime E -VI

The evaluation of the flow regimes was
carried out by estimating the total cost
to meet the projected Railbelt energy
demand. These 1include capital and
operating costs of the Susitna Hydroelec-
tric Project, other generating facilities,
and any mitigation measures required to
meet the objective of no net loss of
habitat wvalue. Among the mitigation
measures included in the evaluation of the
alternative project flow regime were
hatcheries and multi-level intakes for
temperature and sediment control. Since
the maximum and minimum flow constraints
of the alternative flow regimes would
restrict the seasonal distribution of
Susitna energy. production, the construc-
tion and operation of additional power
plants to meet the system demand were also
considered.

RESERVOIR OPERATION SIMULATION

Reservoir operation models simulate the
reservoir storage, power generation,
turbine discharge, valve release, and
flood release as a function of time based
on reservoir and power plant characteris-
tics, power demand distribution, and envi-
ronmental constraints. Cone valves may
operate at each dam to satisfy an instream
flow requirement or to keep the water
surface elevation at the normal maximum
level without having to use the spillway.
These simulations are normally undertaken
in two parts; long-term simulation and
short-term simulation (Dondi and Schaffe,
1983). The long-term simulation for the
Susitna Project uses a monthly program and
a weekly program for simulating the
operation for 34 years of streamflow
record. The monthly program was used to
determine the overall trend, while the
weekly program was used for refinement of
operation rules and to understand the
behavior of the reservoirs and flows
during critical periods. The short-term
simulation wused an hourly program to
simulate the operation over a week, using

‘the output from the weekly simulations as

input data. The hourly program was
designed for simulation of hourly
generation to meet the daily peak and off-
peak loads.

The monthly operation used a single
rule curve as an operation guide to esti-
mate the annual energy production and to



satisfy the monthly instream flow require-
ments. A rule curve indicates the desired
reservoir water level in different months.
The weekly operation program wused an
operation guide for seasonal adjustment of
flows which produce a series of reservoir
outflows with gradual changes. Operation
guides consist of a series of rule curves
to control the reservoir outflow. The
hourly operation program used an hourly
load curve as the upper limit of possible
generation. The load curve was based on
actual hourly load data and a load fore-
cast. This program tested how well the
energy obtained from the long term analy-
ses could fit the hourly load curve, sub-
ject to environmental restrictions on the
daily and hourly flow changes.

Power and energy production from the
monthly simulation of the Susitna Project
was used in the Railbelt expansion plan-
ning studies, which in turn was used in
both the economic and financial analyses.
Although monthly simulations were suffi-
cient for these studies, they were not
adequate to estimate environmental
effects. Therefore, a simulation with a
weekly time step was needed to generate
input data for subsequent computer models
used in the environmental impact studies.
Other environmental studies required hour-
ly discharge to estimate river stage fluc-—
tuations.

The monthly program was originally
developed by Acres American for the
Susitna feasibility study (Alaska Power
Authority, 1982) and later improved by
Harza-Ebasco Susitna Joint Venture. The
weekly program was developed by Harza-
Fhasco by using parts of the monthly pro-
gram. The hourly operation program was
developed by Harza-Ebasco. All of the
programs were written in Fortran IV.

The Susitna project was scheduled to be
built in three stages. First an initial
Watana Project would be developed, fol-
lowed by construction of Devil Canyon
downstreams. Finally, Watana would be
raised to its ultimate height. The full
reservoir areas for the low and high dams
at Watana would be 19,900 and 38,000 acres
respectively, and 7,800 acres at Devil
Canyon. Because of the large reservoir
surface area at Watana, release of a large
quantity of water would cause a relatively
small change in the project head. In
contrast, Devil Canyon would have a small
surface area, and would hence lose consid-

erably more head for the same volume of
release. Consequently, the reservoir
operation methodology attempted to keep
the Devil Canyon reservoir close to its
normal maximum operating level while using
Watana's storage to provide the necessary
seasonal regulation. Therefore, the
modeling effort in both the single and
double reservoir operation in monthly and
weekly simulation was focused on the
Watana operation. The operation levels of
the reservoirs for the various stages are
shown on Table 1.

Table 1

OP ERATION LEVELS

Environ—
Normal mental Nominal

Min- Maxi- Sur- Plant On-

imum  mun charge Capac—- 1line

Level Level Level ity Date

(ft) (ft) (ft) (MW)

Watana
Low Dam 1850 2000 2014 440 1999
Watana

High Dam 2065 2185 2193 1110 2005

Devil
Canyon 1405 1455 1455 680 2012
MONTHLY OPERATION MODEL
Monthly reservoir simulations were

carried out to optimize project energy
production subject to environmental flow
requirements. The rule curve which would
optimize energy production was determined
by trial and error. The optimal energy
production is a function both of the firm
energy and total energy. Figure 3 shows a
sample rule curve of the Watana
reservoir,

During the simulation in each time
step, the reservoir release has to satisfy
the firm energy and environmental minimum
flow requirement. If the end-of-month
water surface elevation is lower than the

corresponding rule curve elevation, only
firm energy is produced and no additional



water is released. If the end-of-month
water surface elevation is higher than the
rule curve elevation, the water stored
between rthese two elevations 1is released
to generate secondary energy up to the
system energy requirement.
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Figure 3. Example Rule Curve For Watana Operation, Year 2004

WATER SURFACE ELEVATION (Ft.)

The dry season is from October to April
and the wet season from May to September,
as shown in Figure 4. The rule curve
elevation at the end of September is at
the normal maximum pool elevation because
the reservoir is expected to be full at
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Figure 4. Natural Flows at Watana

the end of the wet season. In contrast,
the rule curve elevation at the end of
April 1is at its minimum because the draw-
down is required for firm energy produc-
tion in the dry season. The higher the
minimum rule curve elevation (at the end
of April), the greater the firm energy
production. This is because the reservoir
levels would be kept relatively higher and
the storage available for firm energy
would be more in the drought period.
Alternatively, the lower the rule curve,
the greater the total energy production.
This is because there would be more active
storage for flow regulation and less
amount of spills on a long term basis.
Various sets of rule curve elevations with
various minimum elevations will give diff-
erent values of firm energy and total
energy. The acceptable minimum rule curve
elevation for the Susitna Project was
selected based on an operation in which
the increase of total energy is about one
percent when lowering the mninimum eleva-
tion by five feet.

Once the maximum and minimum rule curve
elevations were determined, the rest of
the rule curve elevations were determined
by a trial and error procedure to obtain
an acceptable distribution of energy
through the year. The operational strate-
gy was to capture additional economic
benefits through adjustments of the
Susitna generation by leaving the residual
thermal generation during each of two
periods, the summer filling period and the
winter drawdown period. As stated above,
the reservoir would be almost full at the
end of September and would be at the low-
est levels at the end of April. There-
fore, Susitna energy distribution during
the filling period, May to September, and
during the drawdown period, October to
April, could be varied as a function of
reservoir water surface variation without
reducing total project energy production.
It was assumed that it would be more
economical to provide thermal energy by
running the least—-cost thermal units
throughout a whole period rather than
running them for part of the period along
with other less efficient units. Also the
system was assumed to be more reliahle if
the thermal requirement would be about the
same from month to month. This would mean
that investment in additional thermal
capacity could be delayed as long as pos-
sible. Therefore, the energy distribution



was adjusted so that the Susitna energy
production would maintain constant thermal
generation in both the filling period and
the drawdown period as much as possible.

The analysis of the project's benefits
was based on its ability to meet energy
requirements. These requirements were the
total projected Railbelt system energy
demand minus the energy production of
existing hydroelectric facilities.
Figure 5 shows the monthly distribution of
energy requirements, and also indicates
how the Susitna energy would be distri-
buted throughout the year.
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Figure 5. Monthly Energy Distribution, Watana, Year 2004

The rule curve approach is predictive
because it attempts to achieve an end-of-
month elevation which presumes some knowl-
edge of the expected reservoir inflow
during that period. The operation guide
approach, which will be discussed below in
conjunction with the weekly program, is
non-predictive because it specifies a
discharge rate through the powerhouse
based on the reservoir elevation at the
beginning of the period. The rule curve
approach is easy to apply for simulation
but can be operationally difficult to
achieve, because reservoir inflows are
difficult to accurately forecast. The
operation guide approach is more difficult
to model, but more closely approximates
how the project would actually operate.
The two approaches yielded similar power
and energy results in many trial runs, so
the monthly model (rule curve approach)
was used for the economic and financial
analyses in selection of the best scheme.
The rule curve approach could not be used
in the weekly simulations for the environ-
nental studies because the release of the

WATER SURFACE ELEVATION (Ft.}

storage above the rule curve elevation for
the secondary energy could cause an unrea-
listic change of discharge between two
consecutive weeks. The operation guide in
the weekly simulation was designed to
prevent these large changes.

WEFKLY OPERATION MODEL

The weekly operation model was primari-
ly designed for simulation based on the
operation guide. An operation guide is
composed of a series of rule curves which
are used as a guide for determining the
turbine discharge in each week during the
simulation. An example operation guide is
shown on Figure 6. Each guide has two
families of rule curves; increasing curves
and decreasing curves. Each curve defines
the reservoir 1level at which the power-
house discharge should increase or
decrease to a specified percentage rate of
the expected powerhouse discharge. These
specified percentage rates are 1in 207
intervals. The expected powerhouse dis-—
charges are a set of weekly discharges
which would produce an expected distribu-
tion of energy production over a year.
The single rule curve operation is based
on the target firm energy; however, the
operation guide uses 60% of the expected
powerhouse discharge as the minimum dis-
charge and 1407 as the maximum normal
discharge.
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Figure 6. Operation Guide For Watana Operation, Year 2004



At the beginning of each simulation
week, these curves are used to determine
whether the current discharge rate is kept
the same, increased to the next higher
rate, or decreased to the next lower rate.
The water surface elevation at the begin-
ning of the week is put on the operation
guide and compared with the elevations of
increasing and decreasing curves. 1If the
water surface elevation is higher than the
elevation of the increasing curve of the
next higher rate, the discharge is in-
creased to that rate. If the water sur-
face elevation is lower than the elevation
of the decreasing curve of the next lower

rate, the discharge is decreased to that
rate. Otherwise, the discharge is kept
the same. The change of rates in two

consecutive weeks is limited to 20%. For
example, if the discharge rate is at 100%
of the expected powerhouse discharge in
the preceding week, the rate may be
changed to either 807 or 1207 or stay at
100%. Because of the difference 1in
elevation between the increasing curve of
the next higher rate and the decreasing
curve of the next lower rate, the rate
will generally be kept the same for a few
weeks, In contrast with the simulation
using a single rule curve, an operation
guide will give an outflow hydrograph with

relatively gradual changes 1in the
discharges.
A smooth curve giving the energy

requirements throughout the year is shown
on Figure 7. The average energy produc—
tion of the Susitna Project in the draw-
down and filling periods was determined
from the monthly simulation. Similar to
the monthly modeling, efforts were made to
capture the additional economic benefits
by leaving the thermal generation constant
in both the drawdown period (October to
middle May) and the filling period (middle

May to September). In weekly runs the
reservoir level 1is the 1lowest 1in the
middle of May and full in most years at

the end of September. The energy pro-
duction in these two periods are inex-
changeable, but redistributing energy pro-
duction within either period does not
cause additional valve and spillway
releases or flow deficits. Adjustments of
energy production within either period by
leaving thermal requirements constant was

assumed to increase the economic value of
the project. Gradual changes of thermal

energy requirements at the boundaries of

ENERGY (GWh/WEEK)

the filling and drawdown periods were
considered for a smooth transition of the
operation. The resulting weekly distribu-
tion of energy production over a year was
used for computation of the weekly ex-
pected powerhouse discharge.
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Figure 7. Weekly Energy Distribution, Watana, Year 2004

Development of an operation guide is an
iterative process. An assumed set of rule
curves for the operation guide were put
into simulation initially to find flow
deficits resulting from not satisfying the
minimum flow constraints or from discharg-
ing less than the minimum powerhouse dis-
charge (607 of expected discharge in the
example). The curves were then gradually
improved by satisfying these two require-
ments through the whole simulation period.
The curves were again adjusted to maximize
the average energy production and improve
the energy distribution through the year.
A good operation guide should provide: 1)
turbine discharges close to the expected
powerhouse discharge, 2) discharge rates
generally constant for a period of at
least several weeks, and 3) average energy
production maximized.

Figure 8 shows the historical inflow
hydrograph at Watana. Figure 9 shows the
simulated outflow hydrograph of Watana
operation for the 1load vyear 2004. The
comparison of duration curves between the
pre-project and post—-project flows at Gold
Creek Station is shown on Figure 10. Note
that, through flow regulation by Watana,
the high flows in summer would be substan-
tially reduced and the low flows in the

winter would be increased for power
generation. The simulated outflows from

Watana were, in general, consistent with



the expected discharges and there were no
rapid changes of discharge except those
during floods.
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HOURLY OPERATION MODEL

The hourly program modeled a reservoir
operation over a week, wusing an hourly
load curve (for the demand distribution
within a week) as the wupper 1limit of
possible generation and discharges from
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the results of weekly simulation as input
data. Outflow fluctuations were restrict-
ed by maximum hourly and daily wvariation
constraints. The model tests how energy
obtained from the long term analyses can
fit the hourly variation of demand with
environmental constraints. The output was
used in river stage fluctuation studies.
An example of the output 1is plotted as
shown in Figures 11 and 12 to aid in
understanding the results. Figure 11
contains a plot of generation showing the
system demand, the existing hydro genera-
tion, and Susitna Project generation.
Figure 12 shows the reservoir discharge
through the powerhouse and the valves, and
the minimum flow required to meet the
environmental requirements at Gold Creek.
The reservoir outflow constraints limit
how the plant can operate in the system.
For example, if the daily variation con-
straint is very small, then the plant is
essentially base loaded, but if both hour-
ly and daily wvariation constraints are
large, the hydro plant can load follow.
Load following operation means that the
plant can increase or decrease its genera-
tion by following the hourly £luctuation
of the system demand, and will leave the
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energy from other sources at constant
capacity. Base loaded operation means

that the plant generation is constant in

principle, but a certain percentage
fluctuation may be allowed. Load
following operation would provide more

10

capacity value for the project than base
loaded operation. Base loaded operation
would provide stable flows in the
downstream channel. Project operation is
currently constrained to be base loaded
with allowable variations of 207 in total
project discharge within a week,
therefore, providing stable flows and
minimizing impacts to salmon.

Chum and sockeye salmon spawn 1in
sloughs along the river. These sloughs
collect sediment and organic matter

throughout the normal course of the year,
which make it difficult for the fish to
spawn and may reduce egg survival,
Naturally occurring floods clean out the
sloughs and thus provide better habitat.
The dams would tend to reduce these
naturally occurring floods which may
decrease the natural fish habitat. Some
of the flow regimes incorporate spikes of
flow to create artificial floods to clean
the sloughs. The hourly program can also
model these spikes as instream flow
requirements at Gold Creek.

Input to the hourly model consists of
the initial storage at the beginning of
the week and the amount of water to be
released during the week (obtained from
the results of the weekly simulation),.
The program generates a curve called a
template for use as a guide in simulation
of hourly power generation. The first
template is equivalent to the hourly sys-
tem load minus the existing hydro produc-
tion. Turbine release in each time step
is determined from the energy requirement
of the template. The turbine release is
then checked with the flow constraints and
the total release is adjusted to satisfy
the constraints if there is any violation.
After the first iteration with the tem-
plate, the template is adjusted according
to the ratio of the amount of water to be
released and the total outflow in the
previous iteration. The simulation is
iterated with new templates until the out-
flow for the week is equal to the amount
of water to be released for the week.

The hourly program modeled a single
reservoir. When the Devil Canyon reser-
voir 1s in operation, the Watana plant
will Jload-follow and the Devil Canyon
plant will be base loaded. Therefore, the
release from Devil Canyon would be stable

and the wvariation of discharge on the
downstream channel could be easily con-
trolled. Because of low flow from Watana



in off-peak hours and high flow in peak
hours, Devil Canyon will draw down in
off-peak hours and fill in peak hours. The
maximun drawdown for daily fluctuation at

Devil Canyon was estimated at one-half
foot .

The hourly program as well as the week-
ly program have provisions for flood

operation. During a large flood when the
reservoir is full, the reservoir inflow
could be greater than the sum of turbine
and valve capacities. If the spillway is
used, nitrogen would be entrained in the
water and there would be the potential
for nitrogen concentration to exceed
tolerable levels. In order to minimize
use of the spillway, the reservoir is
allowed to surcharge above the mnormal
paximum level up to an environmental sur-
charge level. The environmental surcharge
for Watana low dam would be 14 ft and that

for Watana high dam would be 8 ft. These
levels were determined on the basis of
avoiding the wuse of the spillway in a

flood of less than a 50-year return peri-
od. The spillway would not be open unless
the water surface elevation reaches the
environmental surcharge level.

In non-flood operation the valves would
not release water unless it is necessary
for the instream flow requirements. When
the water surface elevation is at or above
the normal maximum level, the excess water
would be released from the valves. As the
water starts to surcharge above the normal
naximum level in a flood, the total out-—
flow could be increased hourly at a
special flood rate, designed to minimize
impacts on the fishery from changes in
flow and temperature, until the valves are
fully open. However, the outflow would
never be allowed to be greater than the
peak discharge of inflow. As stated pre-
viously, if the water surface elevation
reaches the environmental surcharge level,
the spillway would be opened for release
so that the outflow would be equal to
inflow. The falling limb of the outflow
hydrograph would also be constrained by an
hourly decreasing rate for flood opera-
tion.

CONCLUSION

The monthly simulation with rule curve
operation is simpler and 1less expensive
than the others. It was effectively used
in the economic analysis of the project.

Lk

The weekly simulation with the opera-
tion guide more closely simulates the dis-
charge variatious for the studies of envi-
ronmental impacts. The operation guide
restricts the discharge wvariation in a
specified limit to secure the protection
of fishery habitat. The simulation with
the weekly model was successfully used for
the evaluation of the flow regimes.

The hourly simulation was used to test
how the energy obtained from the weekly
analysis could fit the hourly load curve.
It was also used for the study of peaking
capacity with respect to the allowable
fluctuation of discharge in the downstream
channel.

Monthly, weekly, and hourly operation
models are all indispensable in the study
of the Susitna Hydroelectric Project.
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RESERVGIR OPERATIONS PLANNING IN SNOWMELT RUNOFF REGIMES
BASED ON SIMPFLE RULE CURVES

E.A. Siafer, P.E. Farnes, K.C. Jones, J.K. Marron, and F.D. Theurer!

ABSTRACT: Selecting appropriate have been developed and implemented
storage and release rates for using this procedure in Montana and
reservoirs in snowmelt runoff envi- Oregon. (KEY TERMS: reservoir
rontents is a prerequisite to sound management, rule curves, streamilow
vater management. A significant forecasts, snowmelt rtunoff.)

wrher of swmall impoundments, oper-
ateé for single or multiple purpose
use 1in the Western U.5., lack

atequate management tools to guide INTRODUCTION
this process each year. A metho-
dology is presented to use seasonal Annual water supply 1in the
streamflow volume forecasts issued Western U.S. 1is highly wvariable,
by the U.s. Soil Conservation often fluctuating between extremes.
Service aund National Weather This inherent natural wvariaiility
Service to improve management imposed by climate and topography
cépability at many of these reser- makes it difficult for vater
volrs . The technique 1involves managers to plan their operation to
ceverating a family of simple rule cptimally use available runoff.
rurves for each forecast period. Tke seasonal mnature of runofi s&also
Ttese curves permit operators to complicates management because
use predicted inflow volume to set usually the bulk of flow occurs in
terget outflow rates that will only a four-month period (April-
enable them to reach a full reser-— July typically) in response to
voir after passage of the seasonal relting wountain snowpacks. This
reak. Forecasts at three probabil- stowmelt component produces from 50
ity levels help establish the range toe 85 percent of the region's
of likely seasonal ruuoff events. annual ruvoff and is therefore the
ke derivation of the «curves is foundation of wost water management
presented along with a mathematical decision-making.
zlgorithm to produce them objec- Many water users have found it
tively from historical inflow necessary to construct storage re-
records. The rule curves provide servoirs that enable them to
at operational tool useful for capture seasonal flow volumes and
developing effective water manage- regulate releases consistent with
ment plans “for reservoirs where annual demands. There are thou-
forecast information 1is available, sauds of these reservoirs of all
Seven reservoir operating plans sizes in the West ranging frow only
Ip

lespectively, b.A. Shafer, K.C. Jones, and J.K. Marron, Soil Conser-
vation Service, 511 NW Broadway, Portiand, Oregon 97209; P.E. Farnes, Soil
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a few acre-feet up to millions of
acre—-feet in storage capacity.
Most of the water held in storage
in these impoundments is utilized
for irrigation, hydropower product-
ion, municipal water supply, £flood
control, fisheries, recreation, or
some combination of these uses.
Often there 1is competition among
uses for water held in storage,
making it important for managers to
apply the Dbest analytical tools
available to fill and empty reser-—
voirs 1in a manner which maximizes
beneficial water use and minimizes
negative impacts. Inordinately
high or 1low flows downstream from
reservoirs caused by uninformed
management are to be avoided if
possible.

Reservoir capacities on snow-
melt dominated streams are fre-
quently smaller than average annual
runoff. As a result, reservoir
operators must balance their abil-
ity to store and eventually release
runoff volumes with expected sea-
sonal inflows on a recurring
basis. A substantial number of
irrigation reservoirs and multi-
purpose structures currently lack a
formal management plan to guide
this process each year. Instead a
philosophy of "fill and spill" 1is
adopted by default; this approach
sometimes has disastrous conse-
quences and does not take advantage
of information on current hydro-
logic conditions that is readily
available. Water supply forecasts
based on snowpack, precipitation,
temperature, and streamflow are
made routinely by the Soil Conser-
vation Service (SCS) and National
Weather Service to aid reservolir
managers in their decision-making.
These predictions have not Dbeen
effectively utilized in many
cases. A major factor contributing
to this situation was an inability
to integrate the forecast informa-
tion into a practical and easily
applied scheme that could be under-
stood by relatively unsophisticated
operators.

A procedure has been developed

to address this deficiency. It
provides a means for reservoir
operators who depend on snowmelt
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runoff for all or a significant
portion of their inflow to set
outflow rates that enable them to

meet storage goals based on stream-
flow forecasts. The technique 1is
principally oriented toward improv-

ing management capability on small
reservoirs whose primary function
is to supply storage for agricul-
tural interests. Reservoir
management plans have been
developed and implemented on six
impoundments in Montana and one in
Oregon using this procedure. One
of these plans on Hebgen Lake 1in

southwestern Montana has been in
use for.over ten years. It can also
be applied to evaluate the feasi-
bility of planned storage projects.

The methodology involves
generating a family of simple rule
curves which permit an operator to
relate forecasted inflow volumes at
three probability levels to target
outflow rates. The target outflows

are designed to help the operator
reach a defined storage level
(usually a full reservoir) after

passage of the seasonal peak flow.
Principles used to construct the
curves are presented. A mathema-
tical algorithm 1is described to
produce the curves objectively fronm
historical inflow records. “A
computer program that incorporates
the rule curve algorithm, data
input, data analysis, and curve
plotting is explained.

RULE CURVE PRINCIPLES

snowmelt runoff
streams from late
March to early May, with the re-
cession continuing into July or
early August. Peak inflows usually
occur between mid-May and early
June. Although this flow pattern
is annually repetitive, there 1is
substantial wvariability in total
volume and timing of runoff, making
it necessary for reservoir opera-
tors to tailor thelir operations to
prevailing coanditions.

Examination of runoff hydro-
graphs on snowmelt dominated

Typically,
begins on wmost



streams revealed that on an indivi-
dual watershed there is a discern-

ible consistency in hydrograph
shape and time distribution for
similar seasonal flow volumes.
This observation implied that it
should be possible to coanstruct a
stable relationship between
seasonal volume and reservoir
outflow settings to achieve a
specific storage goal. In this
context, seasonal volume serves as

an index to hydrograph shape. To
accommodate the need to reflect
current conditions, relationships
can be developed for several flow
periods for which forecasts are
routinely made; e.g., April-July,
May=-July, June-July.

Specifically, a relationship
is desired for each forecast period
to make it possible for an operator
to select an outflow setting that
would produce a specified storage
level 1if the forecasted runoff
actually occurred. Figure 1 illus-

SEASONAL VOL. INFLOW (A-F)

|
I
!
I
!
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\
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I
|

—_—
QUTFLOW (CFS)

Figure 1. Conceptualized represen-
tation of how seasonal snowmelt
runoff at three probability
levels--RMX, MP, RMN--can be used
with reservoir rule curves to
arrive at reservoir outflow rates
that meet storage goals. §),S89...
S5 are storage increments that an
operator wishes to achieve during
spring runoff. Note S5>5,>573,
etc.
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trates conceptually how an operator
would use the forecast with a set
of rule curves derived from an
analysis of historical reservoir

inflows. In actual practice, most
probable (MP), reasonable minimum
(RMN), and reasonable maximum (RMX)

forecasts are made corresponding to
50, 90, and 10 percent exceedance
probabilities. Entering the graph
with these forecast values and
moving horizontally to the volume
of storage left to £fill would
produce a range of outflow rates.
The rate chosen would be based on
an assessment of local operating
coustraints and magnitude of runoff
expected. This concept allows the
reservoir manager to fill the
reservoir while maintaining fairly
constant release rates.

Besides determining outflow
rates during the main runoff
period, early season forecasts and
reservoir operating curves can be

used to determine desirable storage
levels in the reservoir. When the
present storage and forecasted run-
off indicate an outflow less than
that needed for downstream uses, it

would be desirable to increase
storage prior to spring ruunoff so
these needs could be met. The

largest storage level that would be
desirable could be determined by
reading the storage at the inter-
section of the forecast and upper
range of desirable outflow.

RULE CURVE GENERATION

Development of operating rule

curves depicted in figure 1 is
unique for each reservoir. The
first step to develop rule curves

is to obtain a minimum of 10 years
of daily reservoir inflow data that
includes both high and 1low runoff
seasons. Daily streamflow observa-

tions for only the snowmelt period
satisfy the minimum data require-
ments. However, complete annual
records are desirable to detect
unusual runoff sequences that
affect reservoir operation but are

unrelated to snowmelt runoff.



For each year, individual
storage versus outflow curves are
constructed by selecting a series

of outflow rates and tabulating the

corresponding storage that would
result given the seasonal 1inflow
hydrograph. Storage volumes are
obtained as the sum of all daily
flows greater than or equal to the
selected outflow rates. This stipu-
lation prevents a drop 1inm stored

contents and implies outflow is set
equal to inflow when the target re-

lease rate is higher than inflow.
The storage-outflow data pairs are
then plotted and a smooth line

fitted to the points either by eye

or a least square analytical
wmethod. Figure 2 1illustrates this
procedure for a single year's

hydrograph. Setting outflow rates

w w S
q 2 8
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= 20sj-
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< =
0:0(;— é
= E-3
g g
w w
TIME TIME
Sal-- STORAGE-QUTFLOW
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s
P B8
&)
% Sc
So
OUTFLOW RATE
Figure 2. Storage vs. outflow curve

constructed for each year of
record by determining how much
water could be stored at various
release rates (04,0g,0¢,

Op).
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of 0A>08,0¢,0p results in
storing volumes SA»SB,S¢,SD
(cross hatched area). In actual
practice, many mwmore points than
four are generated to fit the
storage-outflow curve. Figure 3

shows
flow

examples of
curves for a
stream based on
inflow data.
intermediate
represented.

six storage-out-
hypothetical
April-July daily
High, low, and
seasonal volumes are
From these relation-

ships, operating curves can be
created for specific storage
levels; i.e., 81,52,53,54.

This task is accomplished by
generating a series of seasonal:
volume-outflow rate data pairs for
each incremental storage level;:
e.g., S) in figure 3, and fitting aj
smooth curve to the points. The
process of generating the pairs 1is!
to select a desired storage level,’
and for each year, read the outflow!
setting required to produce it from,

the curves of figure 3. Doing so
for a storage increment of §)
results in outflow rates 0]1,02...0¢
corresponding to years 1971-76,
respectively. Data pairs consisting
of these seasonal volumes and
associated outflow rates are
plotted and a 1line fitted ¢to the

points either by eye or using a
curvilinear least square regression
method. Figure 4 shows an operating
curve for the S; to store incrementf
derived from the graphs of figure
3. Successive repetitions of this
procedure for other storage
increments produce a family of
operating curves like those of
figure 1. Families of curves for
any desired seasonal flow period
can be developed by the method
outlined.

RULE CURVE ALGORITHM

Building on this conceptual,
understanding of the principles of

operating <curve development, an
objective, automated technique to
produce the family of curves is]
explained. The rule curve:
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Figure 3. Six storage vs.

illustrate how seasonal volume (V) influences shape.

outflow curves for a hypothetical stream

To produce the

same storage level (Sj) each year, outflow rates are set at 01,07...0¢.

algorithm to generate the curves is

constrained to be an analytical
least square fit of a three-
dimensional data set consisting of
seasonal inflow volume, outflow
rate, and storage level. The
regression model relating these
variables is:
T=aiX + agY + aj3Z (1)
where T = V-S;
X = 0y
Y = (0)0:5
z = (0)(s);
V = total seasonal
volume inflow to
reservoir;
S = desired storage
level;
0 = outflow setting

required to obtain
desired storage
level; and
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aj,ap,a3 are regression
coefficients.

The transformed variables
(X,Y,Z) were chosen to meet certain
rational and/or observed behavior.
The dependent variable, T V-5,
was chosen so that when the outflow
setting was at or near zero, the
predicted storage level would be at

or near the inflow volume; i.e. S =
V when O = 0, The first indepen-
dent variable, X = 0, was set as a

linear regression term.
The second independent variable, Y
(0)0:5, was set to reflect the
observed curvature behavior between
inflow volume (v) and outflow
setting (0) for a givenm storage
(s). The third independent
variable, Z = (S)(0), was chosen to
reflect the skewness between the
various storage level curves
because they are not necessarily
parallel.

standard
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Figure 4. A reservoir rule curve

for the S) storage level is
generated from the graphs of
figure 3 by plotting seasonal
volume vs. release rate for each
year of record.

A necessary step in obtaining
the rule curve equation is to pro-
duce a three-dimensional matrix of
seasonal volumes, storage, and out=-
flow rates. These values are
derived from the storage-outflow
relationships for individual years
(figure 3). A fifth degree least
square polynomial regressionm pro-
cedure is used to objectively fit a
curve to the storage-outflow data

pairs for each year. It takes the
form:
S = bj0 + by02 + b303 (2)
+ bs04 + b507 + bg

where by, by, b3, bs, bg, bg are
regression coefficients and S and O
are as previously defined. It is
now possible to employ a Newton

iteration technique (Carnahan et

18

al., 1969) to find outflow rates at
previously selected storage volumes
for each year. This process yields
the requisite three-dimensional
matrix of data elements that 1is
input to the rule curve algorithm.
The coefficients aj, a3, and
a3 are found by solving the normal
equations dictated by the form of
the model in equation 1 (McCuen,
1985). The normal equations are:

TXT (3)
YT (4)
ZT (5)

a) X2 + aj; IXY + a3 IXZ
a}] XY + ap 1Y2 + a3 IYZ
a] IXZ + ag $YZ + aj 122

The summation (I ) is carried out
for p elements.

where p =1 (m) n (6)
1 = number of years
analyzed;
m = number of outflow
rates chosen;
n = number of storage
levels chosen.
The solution to the system of!
three simultaneous equations is

given by finding the values of aj,
a3, a3 1in the following matrix
representation of the normal equa-
tions:

£X2 XY Xz al ZXT|(7)
XY Y2 zyzl| . a2 = |ZYT
1Xz 1Yz 31z2 a3 TZT

or matrix
for!
al.,

Gaussian elimination
inversion can be used to solve
aj, a2, and a3 (Carnahan et
1969).

Having determined the regres
sion coefficients, it 1is now possi-
ble to solve either directly orj
iteratively for any one of the
original variables given the other
two . In particular, we desire]
to produce the operating curves for;
specific storage levels. This re-~
quirement can be satisfied by fix-
ing the storage level, incrementing

through a range of seasonal
volumes, and solving for outflow
settings at each step using
Newton's iteration method. ;

The rule curve algorithm has
been subjected to verification
tests to insure 1its mathematical

integrity. In addition, validation




analyses have been conducted with
actual data from various locations
throughout the West.,

ROMP PROGRAM
To facilitate SCS field
personnel's ability to effectively
utilize this procedure, a reservoir
operation and management planning

(ROMP) computer program was
written. The program was designed
to integrate data entry, streamflow
screening, flow analysis, curve
fitting, plotting, and error
analysis. The initial version of
ROMP was written in BASIC for
Tektronix 4050 series graphics
systems because they support high
resolution screen and plotter
graphical displays and were avail-
able in each of the SCS state
offices in the Western U.S. A

second version has been adapted to
run on a Data General MV 8000 mini-

computer with graphical output
directed to a Tektronix 4105 color
terminal. ROMP is fully nmenu
driven making it easy for field
personnel to use without extensive
training.

ROMP's architecture is

comprised of eight modules that are

normally executed sequentially to
produce a set of reservoir
operating curves. Following is a
list of the modules in the ROMP
program:

1. Data Input

2. Hydrograph Plotting

3. Reservoir Inflow Correction

4, Flow Analysis

5. Storage vs. Discharge

6. Rule Curve Equation

7. Rule Curve Error Analysis

8. Rule Curve Plotting

RULE CURVE APPLICATION

It is instructive to go
through an abbreviated example of
developing and applying the results
of the ROMP program. Middle Creek
Reservoir 1in southwestern Montana
is wused to show how reservoir
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operating curves are generated and
how they guide the management
decision making process. This
reservoir 1s managed primarily for
irrigation and municipal water
storage but potential impacts on
other interests affect how the
project is operated.

Middle Creek Reservoir 1is on
Hyalite Creek in the Gallatin River
Basin. It has a drainage area of
27.4 square miles. The streamflow
regime 1is dominated by snowmelt

runoff. Reservoir capacity is
8,261 acre—-feet. Daily inflow
records are only available April-

July for a l7-year period (1966-83,
1970 wissing). The outlet tunnel
will pass 800 cfs when the reser-
voir 1is full. However, considerable
downstream erosion occurs at flows
in excess of 400 cfs. A flow of
125 c¢fs 1is necessary to satisfy
decreed water rights and irrigation
demands. A minimum outflow of 25
cfs is required to support
downstream fish populations. These
operating constraints dictate that
the desirable operating range for
outflow be between 125 and 400 cfs
during the irrigation season.
Streamflow forecasts are issued for
reservoir inflow moanthly January
through June.

Daily reservoir inflow data
for the April-July period were
entered from the keyboard using the
ROMP Data Input module. The Flow
Analysis, Storage vs. Discharge,
and Rule Curve Equation modules
were next executed sequentially to
create the following rule <curve
regression equation for the April-
July period:

(8)

S = [V - 7.4247 * 0 - 1537 *

00:5]/(1 + .0025 * 0)
The curves shown in
figure 5 were generated using
equation 8 and the Rule Curve
Plotting module. A similar
procedure was followed to produce
the May-July rule curves shown in
figure 6. These two charts used 1in
conjunction with streamflow fore-
casts provide the means to make
outflow ad justments commensurate
with anticipated runoff. Illustra-

rule



tions of how

the operating curves
might be wused inm a high snowpack
year and low snowpack year are
given for comparison.
Low Runoff Year
On March 1, assume the reser-
voir has 3,261 acre-feet of water
in storage and the most probable

(MP) April-July
22,000 acre-feet or
average.

76 percent of
Average April-July inflow

is 29,000 acre-feet. The reason-
able minimum forecast (RMN) is
17,500 acre-feet; the reasomnable
maximum forecast (RMX) is 27,500
acre—feet. Subtracting current
storage from the reservoir's
capacity leaves 5,000 acre-feet
required to fill the reservoir.

Entering the April-July operating
curves of figure 5 with RMN, MP,
and RMX and moving horizontally to
the 5,000 acre-feet to store curve
yields release rates of 60, 110,

APRIL - JULY
RESERVOIR OPERATING CURVES
MIDDLE CREEK RESERVOIR
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Figure 5. Reservoir rule curves for

Middle Creek Reservoir, Montana,
applicable for April-July runoff
period. Curves were developed
from 17 years data.

inflow forecast 1is
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MAY - JULY VOLUME (ACRE-FEET)

and 170 cfs, respectively. Based
on these figures, a logical
decision would be to store as much
water as possible and to only

release enough water to
viable fishery.

By April 1, reservoir
was 1ncreased by 200
thus requiring 4,800
fill the reservoir.
forecast has been

support a

storage
acre-feet,

acre—feet to
The April-July
raised slightly

to 18,000 acre-feet for RMN, 22,500
for MP, and 27,000 for RMX,
Entering the April-July operating
curves with these values 1indicates
outflow settings of 67, 112, and
167 cfs, respectively. These
figures show that only with above
normal subsequent precipitation
will the reservoir fill and meet
withdrawal demands. Both outflow
settings found with RMN and MP
inflows are well below the minimun
desirable outflow of 125 cfs
necessary to satisfy downstrean
water rights. At this point, the
decision would probably be made to
continue storing as much as
possible until May 1 forecasts are

received.

MAY - JULY
RESERVOIR OPERATING CURVES
MIDDLE CREEK RESERVOIR
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Figure 6. Reservoir rule curves for

Middle Creek Reservoir, Montana,
applicable for May-July runoff
period.



During April, runoff was
sufficient to provide an additional
500 acre-feet of storage 1leaving
4,300 acre-feet necessary to fill
the reservoir. The May-July MP has
been raised to 80 percent of normal
or 21,500 acre-feet. The May-July

average is 27,000 acre-feet. RMN
is 18,000 acre—-feet, and RMX 1is
25,000 acre—-feet. Using May-July
reservoir operating curves of
figure 6, the outflows for RMN, MP,
and RMX would be 75, 110, and 158
cfs, respectively. The decision

would probably be made to maintain
releases at the minimum levels
dictated by fishery considerations
and continue storing as much water
as possible wuntil irrigation and
municipal withdrawal demands exceed
inflow. With the expected 1low
runoff, the probability of
generating channel damaging flows
in excess of 400 cfs is remote.
In such a 1low runoff year,
reservoir storage 1is low,
irrigation water may be
the outflow rates
permit filling the
Water users must then
decide whether they would rather
use the water for early irrigation
or to put it into storage for later
delivery when crop consumptive
demands are highest.

when
demand for
greater than
which would
reservoir.

HIGH RUNOFF YEAR

On March 1, assume 3,000
acre-feet are needed to fill the
reservoir and the April-July MP is
35,000 acre-feet or 121 percent of
average. RMN and RMX are predicted
to be 30,000 and 40,000 acre-feet,
respectively. Entering figure 5
with these predictions yields out-
flows of 257, 300, and 410 cfs.
These outflow rates are in the
range that raises concern about the
possibility of being forced into
releases higher than are desirable
later in the season. They also
support the contention that there
is likely to be plenty of water to
fill the reservoir and satisfy all
downstream requirements. The
decision will probably be made to
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hold the reservoir at the same
level or decrease it a 1little by
setting outflow equal to, or
slightly greater than, inflow and
wait wuntil the April 1 forecasts

are received.

When April 1 comes, the reser-
voir storage has dropped to a level
requiring 3,300 acre-feet of water
to fill. Streamflow projections of
April-July runoff are for RMN, MP,
and RMX values of 31,500, 35,000,
and 39,500 acre-feet, respective-
ly. Entering figure 5 with these
numbers translates 1into potential
release rates of 275, 335, and 395
cfs corresponding to RMN, MP, and
RMX. The decision would 1likely be
made to set outflow rates 10 to 15
cfs above 1inflow rates to begin
reducing reservoir storage before
runoff begins. Any significant
increase 1in storage or leaving the
reservoir at its present level
could create a potentially hazard-

ous situation if abnormally high
precipitation and temperatures are
experienced 1in the next several
months.

On May 1, the MP is for a
May-July flow of 130 percent of
average or 35,000 acre-feet. RMN

and RMX are for flows of 32,000 and
38,000 acre—feet, respectively.
Reservoir storage has been reduced
and there are 4,000 acre-feet of
available storage. Using these
figures in the May-July reservoir
operating curves (figure 6) gives
release rates ranging from 260 cfs
for RMN to 351 cfs for RMX with an
intermediate value of 305 cfs for
MP. These numbers continue to
indicate a heavy runoff but with a
lessening probability that release
rates will have to approach or
exceed 400 cfs, - the threshold at
which damage occurs at downstream
reaches in the channel. The deci-
sion would probably be made to set

outflow rates about 300 cfs and
continue to carefully monitor
weather temperatures during the

month for unusually warm conditions
or heavy precipitation. If either
of these events occurred, it would
be appropriate to raise outflows to
levels between 350 and 400 cfs.



DISCUSSION

Melting winter snowpack and
spring and early summer rain are
the primary sources of water 1in
many locations in the West. Flows
from these sources into a reservoir
vary significantly from year to
year and day to day within a given
year depending on a number of
factors. These include volume of
water accumulated in the winter's
snowpack, basin soil wetness, areal
extent of snow cover, temperature
conditions during the main snowmelt
period, and the amount and rate of
spring and early summer precipita-
tion. Reservoir managers must
assess these factors and the
uncertainty they impose in terms of
risks associated with storing too
much or too little water. To the
degree that operators can reduce
uncertainty about future runoff,
they incrementally reduce their
exposure to risk. An analytical
tool to help them define the
magnitude and probability of runoff
events several months in advance
and the consequent implications for
project regulation is highly
desirable.

Ideally, reservoir operation
would regulate outflow to minimize
spilling excess water, satisfy
senior downstream water rights,
minimize erosiom and downstream
flooding, provide sufficient water
for recreation, fisheries, and
wildlife, and enable the reservoir
to be full near the end of the high
water period. Sometimes heavy
snowfall or rain occur 1in late
spring and may prevent achieving
ideal outflow conditions each year
to satify all these requirements.
However, most of the time it 1is
possible to successfully base each
year's reservoir management on
expected runoff conditions by using
water supply predictions. During
heavy snowpack years, downstream
flooding can be reduced; in low
snowpack years, effects of low
runoff can be somewhat moderated.

SUMMARY

A procedure has been developed
and 1s being used operationally to
assist reservoir operators to
manage their facilities with sea-
sonal forecasts of snowmelt run-
off. Informed decisions can be
made based on the probability of
occurrence of seasonal . flow
volumes. The methodology employs
reservoir operating rule curves
that are generated from historical
inflow data. The derivation of the
operating curves has been explained
and a mathematical algorithm to
calculate * them presented. An
integrated, menu-driven computer
program called ROMP has been
developed to aid technical
specialists in the development of
these curves. Examples of how the
curves might be used as guides in
high and 1low runoff years are
offered. Given reasonably accurate
streamflow forecasts and knowing
the amount of available storage
space, a reservoir operator can use
the family of operating curves to
analyze available options objec-
tively to help reduce uncertainty
and manage exposure to risk.
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COLD REGIONS HYDROLOGY SYMPOSIUM

JULY AMERICAN WATER RESOURCES ASSOCIATION 1986
MODELLING WATER LEVELS FOR A LAKE IN THE MACKENZIE DELTA
P. Marsh!
ABSTRACT: A detailed hydrologic study of a perched become an issue as development proceeds in the
lake in the Mackenzie Delta was carried out during Mackenzie Valley. A major concern is that
the summer of 1985. The hydrologic regime of this pollutants introduced into the Mackenzie River
lake may be divided into three distinct periods: upstream of or within the delta, will be

flooding, discharge,
sumer  of 1985 the
negative water balance.
not flooded,

and evaporation. Over the
lake experienced a small

However, if the lake was
it would have experienced a severe
negative balance since evaporation exceeded
precipitation. This type of lake 1is probably
dependent on flooding to keep water levels at the
present  level. A simulation model, which
accurately predicted water level over the sunmer
period, could be used to predict the flooding
frequency required to maintain lake levels.
(KEY  TERMS: lake hydrology; water
Mackenzie Delta.)

balance;

INTRODUCTION

The Mackenzie Delta is dominated by the myriad
of lakes which occur throughout its entire 65 by
180 km extent. These lakes play a significant role
in the delta ecosystem. They affect the
distribution of permafrost (Smith, 1976), support
large populations of fish, manmals, and waterfowl
(6111, 1973; Peterson, Allison, and Kabzems, 1981),
and provide storage for water, sédiment, and
poliutants. In spite of the importance of these
lakes to the hydrology, geomorphology, and wildlife
of the Mackenzie Delta, few hydrologic studies have
been conducted to date. Mackay (1974) discussed
the origin of Mackenzie Delta lakes and their
general hydrologic characteristics, and Bigras
(1985) has considered lake levels in the eastern
sector of the Mackenzie Delta.

Changes in the natural environment of these
delta lakes, though not a problem at present, may

distributed into Mackenzie Delta lakes by the vast
distributary channel network. A second concern is
that further flow regulation in the Mackenzie River
system may have an effect on lake levels, as has
already occurred in the Peace-Athabasca Delta
(Peace-Athabasca Delta Group, 1972) with the
resulting consequences to permafrost and wildlife
habitat (6il1, 1973).

It is the purpose of this paper to describe the
hydrological processes operating in a typical
perched lake in the Mackenzie Delta. In addition a
simulation model for predicting lake level will be
presented.

MACKENZIE DELTA LAKES

Lakes dominate the physical
Mackenzie Delta both in sheer number and area
covered. An analysis of aerial photographs for a
typical 70 km? area southwest of Inuvik, N.W.T.,
showed that 282 lakes covered 50% of the surveyed
area. large river channels covered an additional
3% of the area, and land the remaining 47%.

Two common types of lakes, each with different
hydrologic conditions, are found in this area. The
primary factor controlling the lake type is the
sill elevation between the lake and main channel.
Even though only two lake types are described here,
there is probably a continuum of lake types between
the two.

The first lake type has a well defined, water
filled channel connecting it to a main channel. As
a result, the water level in the lake and main
channel are similar. Due to small changes in the

landscape of the

1 Nationa) Hydrology Research Institute, Environment Canada, Ottawa, Ontario, Canada, K1A OE7.
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relative level of the channel and lake they are
constantly interchanging water. These connecting
channels may become dry when the main channels
reach low water levels in the fall. There are 6]
connected lakes covering 39% of the surveyed area.

The second lake type is perched above the
surrounding main channel and connected lake
system. These perched lakes have small connecting

channels which carry water into the lake for a one
or two week period, but may discharge water to the
main channel for an additional two to five weeks.
Flooding is normally an annual event, but during
years with low Mackenzie water levels and for lakes
with the highest closure 1levels, overtopping and
subsequent flooding may not occur every year. In
the study area there are a total of 207 perched
lakes, covering 8% of the area. Bigras (1985)
called these perched lakes either low or high
closure lakes depending on their sill elevation.

The land area contributing water to these lakes
is generally small. In most cases the actual
contributing area is hard to define since the land
is very flat and the poorly defined drainage system
is covered by dense vegetation.

In the study area there were also 14 lakes (4%
of the area) which from the aerial photographs,
could not be classified as either connected or
perched.

STUDY AREA AND METHODOLOGY

Study area

Field work was carried out from early June to
early September 1984 and 1985 at a typical perched
lake (unofficial name NRC Lake) approximately 5 km
southwest of Inuvik (Figure 1). This lake is about
2 m above the low water level of the surrounding
connected lakes and channels. During the spring
flood, the lake level may be over 2.5 m higher than
in mid-summer. The small channel connecting NRC
Lake to a nearby connected lake is active during
and immediately after the flood period. For the
rest of the year the channel 1is dry. During
mid-sunmer NRC Lake is approximately 300 m in
length, 220 m in width, has a mean depth of 0.88 m
and maximum depth of 1.6 m, and is 0.069 km2 in
area. The basin surrounding the lake has an area
of 0.43 km® and is covered by an open, mature
spruce forest. The area surrounding the lake is
underlain by permafrost in excess of 80 m in
thickness (Johnston and Brown, 1964), and the
active layer is up to 0.5 m deep by late summer.
The zone beneath the lake is composed of unfrozen
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silts and clays (Johnston and Brown, 1964, 1965),
with bedrock occurring at a depth of 80 m (Johnston
and Brown, 1964). 94

In the Inuvik area, air temperature rises above
0°C in mid May (AES, 1982). Snowmelt and the first
deterioration of ice on the Mackenzie River East
Channel are initiated at this time and on average
the river is clear of ice by June 5 (Allen, 1977).
As warmer floodwater enters the lakes during spring
breakup, the lake ice cover melts rapidly and 1lakes
such as NRC Lake are usually ice free by early to
mid-June. Air temperature falls below 0°C by late
September (AES, 1982) and the lakes freeze shortly
afterwards. The first permanent ice forms on the
Mackenzie River East Channel by October 11 on
average, and it is completely frozen by October 19
(Allen, 1977). '



Field Methods and Instrumentation

Micrometeorological and hydrologic measurements
were made from an instrument platform near the
centre of NRC Lake and a 15.9 m Lower at a forest

site. A Campbell CR21 data logger recorded air
temperature, relative humidity, wind speed, net
radiation, solar radiation, precipitation, and

water or soil temperature at both sites. Hourly
averages of these parameters were obtained from
measurements taken at 60 second intervals. A
Stevens Type F water level recorder was used to
record lake water level. Manual measurements were
made of water and bed temperature from the lake
surface to 4 m below the lake bed, soil moisture,
supra- permafrost groundwater levels at sites
around the perimeter of the lake, frost table, and
surface flow in a small rill entering the lake.
The lake discharge was measured a number of times
in order to obtain a rating curve of discharge
versus lake stage. In addition the lake outlet
channel was surveyed to determine the sill
elevation controlling inflow and outflow. Water
level measurements for the Mackenzie River East
Channel were obtained from Water Survey Canada.

Lake Water Balance
The lake water balance is given by
(”P+E+Qo+Qin+Qsp*°sb*°s+e=d5/dt

where P is precipitation on the lake surface, E is
evaporation from the lake surface, Q, s outflow
discharge, Qj, 1s inflow discharge from the
ackenzie River, Qsp is supra-permafrost
groundwater flow to the lake from the surrounding
ative layer, Qgp is sub-permafrost groundwater
flow through the talik beneath the lake, Q¢ is
syrface flow from the surrounding basin, e is an
grror  term, and ds/dt is the change in Jake
storage. In all cases the terms have positive
values when water is added to the lake and negative
wen removed from the lake. The P, Qi,, Q.
and ds/dt terms were measured on an hourly basis.
Hethods Lo calculate €, Qsp» and Qg are given
below. Since all terms were measured or
talculated, the error term (e) could be calculated
as a residual.

Water balance and groundwater studies at NRC
lake have suggested that sub-permafrost groundwater
flow occurs. However, the volume is small because
the lake bed is composed of fine grained material
(Johnston and Brown, 1965) with a low permeability,
and permafrost surrounding the lake is over 80 m
thick (Johnston and Brown, 1964). Because of its
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small magnitude, sub-permafrost groundwater will
not be considered in this paper.

Evaporation

Evaporation was computed using the Priestley and
Taylor (1972) approach as applied to northern
forests by Rouse, et al. (1977), to shallow
northern lakes by Stewart and Rouse (1976), and to
arctic tundra by Marsh, et al. (1981). In this
approach evaporation is calculated by

(2) E=a'" [ s/(s +g] (¢ - Qg) 7/ Lyp

where E 1is evaporation, s 1is the slope of the
temperature - saturated vapor pressure curve, g is
the psychrometric constant, Q* is net radiation,
Qg is the ground heat flux, L, is the Jlatent
heat of vaporization, pis water density, and a' is
an empirical constant which relates actual to
equilibrium evaporation (Marsh, et al., 1981).
Various studies (Priestley and Taylor, 1972; Rouse,

et al., 1977) have found that for saturated
surfaces a' averages 1.26. The slope of the
temperature - saturated vapor pressure curve (s)

may be calculated as a function of air temperature
(Dilley, 1968).

For the lake, Q, was estimated from the change
in water and bed temperature

Zy
(3) Qg = f ¢ dl/dt dz
z=0

where z is the depth below the water surface and
Z, 1s the depth at which annual bed temperature
amplitude equals zero, ¢ is the bed or water heat
capacity, and T is the bed or water temperature.
Observations showed that over the summer period
z, 1s approximately 4 m. Hourly averages were
used for air temperature and net radiation in
equation 2, and for water and bed temperature in
equation 3,

The ground heat flux termm varied greatly on a
daily basis and must be included if hourly or daily
evaporation is required. Over the summer period
however, Qg was small, accounting for only 3% of
the available energy.

Surface and Supra-permafrost Groundwater
Flow

Surface and supra-permafrost groundwater flow
entered the lake in 9 small rills spaced around the



Take.  Total
obtained by

surface flow into the Jlake was

() Qg(T) =Qg(m) ( A/ Am))
where Qg (T) s the total surface flow entering
the lake, Qq(m) is the measured surface flow, A
is the total area contributing water to the lake
(.43 an). and A(m) is the area contributing
water to the measured rill (.02 km?).
Supra-permafrost groundwater flow (Qgp)
single rill was calculated from

in a

5 Qsp = K dh/d1 WD

where K is the hydraulic conductivity, dh/dl the
hydraulic gradient, W is the width of the rill, and
D is the thickness of the saturated portion of the
active layer. Total flow into NRC Lake (OSP(T)
was then estimated by

where N is the number of rills.

NRC LAKE HYDROLOGY

The hydrologic regime of NRC Lake during the
period May to September may be divided into three
distinct periods. ODuring each period one process
usually dominates the lake water balance. These
periods are: (1) flooding regime, (2) discharge
regime, and (3) evaporation regime.

Flooding Regime

During 1985 NRC Lake was flooded on May 21
(Figure 2), when the main channel water level rose
above 3.813 m. After this date, water levels in
NRC rose rapidly, reaching a peak of 6.363 m on
June 2. Levels then declined quickly, reaching
4.25 m by June 9. After this date lake discharge
was controlled by the outlet channel geometry, not
by the Mackenzie River water level. Throughout
this period, NRC Lake water level was similar to
that measured by Water Survey of Canada on East
Channel 5 km to the northeast (Figure 2). Prior to
the removal of ice on East Channel (June 2), NRC
Lake water level averaged .246 m higher than East
Channel. From June 2 to June 9, the difference was
only .136 m. For a 6.34 km channel length, the
water slope was .00004 and .00002 respectively
during this period. The river slope during the ice
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covered period was considerably higher than the
open water slope of .00002 measured in late summer.
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Figure 2. NRC Lake level and Mackenzie River
East Channel level, May to September 1985.
Julian Day 130 is May 10, 1985.

The 1lake water balance during this period
(Table 1) is dominated by the influx of Mackenzie

TABLE 1. Water Balance, NRC Lake 1985.
Inputs Outputs—.— Error
Date P Qsp 05 Qin Qp Qo E ds/dt e
May 21 - June 9 5 0 02578 0 -2113 O 465 -5
June 9 - Aug 4 22 9239 0 0 -579 -185 -437 56
Aug4 -Sept1 4 0 0 0O 0 -60 -62 -6
Total 31 9239 2578 0 -2692 -245 -34 45
floodwater (2578 mm) and subsequent outflow
(-2113 mm) as the Mackenzie level declined.

Precipitation was only 5 mm and because of the lake
ice cover, evaporation was close to zero. The
overall result was to increase the lake storage by
465 mm. In addition the flood water saturated the
land surrounding the lake. This flood water was
the primary source of water entering the lake as
surface and groundwater flow following the flood
period. The water balance error term was only
-5 mm.



Discharge Regime

After June 9, discharge from NRC Lake was
controlled by the outlet channel geometry. The
peak discharge on this date was .20 m3/s and the
flow declined gradually as the lake level dropped.
Discharge ceased on August 4 when the lake level
reached the sill elevation (Figure 2). Channel
discharge of -579 nm was the dominant component of
the lake water balance over this period (Table 1).
After the lake ice cover was removed in early June
evaporation became an important component of the
lake water balance, with a total of -185 mm
(Table 1).

wWhen flood waters declined, water drained from
the land into the lake. The surface flow totalled
239 mm from June 9 until June 20, while from June 9
to August 1 supra-permafrost groundwater flow
contributed 9 mm to the lake. Drainage and
evaporation from the surrounding forest was greater
than precipitation and the active layer dried
significantly over the summer.

During June and July, precipitation was only
22 mm. The result was that lake storage decreased
by -437 nm over the period June 9 to August 4. The
water balance error was 56 mm during this period.
Small errors in detemmining surface inflow and
channel discharge during the rapid decline in lake
level could account for this error. Since the
error is only 12% of the change in storage, it is
acceptable.

Bvaporation Regime

After August 4, groundwater inflow, surface
inflow, and channel outflow had ceased. The only
source of water was precipitation directly onto the
lake surface and the only removal of water was by
evaporation from the lake surface.

Predicted evaporation from August 4 to
September 1 was -60 nmm, precipitation was only
4m, and the change in lake storage was -62 nmm.
The residual error term was -6 mm (Table 2). Since
the lake acted as a large evaporation pan, this
period provided an excellent test of the Priestly-
Taylor evaporation approach (equation 1). The
predicted and measured evaporation were within 6 nm
or 10% of each other. This is an acceptable result
and justifies the wuse of this technique to
calculate evaporation from lakes in the Mackenzie
Delta.
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Summer Period

Even though it received a large volume of
floodwater in 1985, NRC Lake experienced a decline
in storage of -34 nm from May 21 to September 1.
The water balance components responsible for this
are listed in Table 1 and are described below.

The Mackenzie River added a total of 2578 nm to
the lake as flood water. Surface and groundwater
flow, of which most was Mackenzie flood water
draining from the surrounding land, added an
additional 248 mm of water. Total water input from
flooding was therefore 2826 nm. The only other
source of water, precipitation on the lake surface,
totalled 31 nm from May 21 to September 1. This
was less than nomal. At the AES Inuvik weather
station for example, the June, July, and August
precipitation was only 31 mm compared to the
30 year nomal of 101 mm.

Most of the 2927 mm of water added to the lake,
was discharged as channel flow which totalled
-2692 mm. Evaporation was the second largest term,
equalling -245 nm. Total calculated output was
-2937 mm, and the water balance error temm,
calculated as a residual, was 45 nm. This is an
acceptable error since it is such a small
percentage of either the total input or output of
the lake. However, it is a significant proportion
of the measured change in lake storage. The lake
is in fact in a very fine balance, with large
inputs and outputs of water, but very small changes
in storage from year to year.

PREDICTED NRC LAKE LEVEL

Simulation Model

Changes in lake level over the flooding,
discharge and evaporation periods were predicted
using: (1) adjusted East Channel water Jlevels
during the flooding period and (2) hourly water
balance calculations for the remainder of the
summer.

The model is initiated with a measured pre-melt
lake level. In 1985 this was 3.785 m. Lake level
remains constant wuntil the channel water level
rises above the NRC sill elevation (3.813 m) and
the lake is flooded with Mackenzie River water.
The lake level then equals the channel level, which
is estimated from East Channel Tevel adjusted for
channel slope. A slope of .00002, determined from
sumtmer observations, was used. Once the lake level
falls below the elevation where NRC Lake discharge
is controlled by the outlet channel geometry



Water level (m a.s.l.)

(4.25 m), the lake level is controlled by the lake
water balance. The hourly lake levels were then
calculated as

(10) LS(t) = LS(t-1) + P + Qsp +Qs + E +Qq

where LS is the lake stage at time t and (t-1).
The other parameters, as defined earlier, are
measured or calculated over the time period (t-1)
to (t). Precipitation was measured at the lake,
and groundwater, surface flow, and evaporation were

calculated using eguations 6, 4, and 2
respectively. Discharge was calculated from a
relationship between stage and discharge.

Observations showed that discharge ceased when lake
level dropped below 3.813 m.
Results

Predicted NRC Lake level is similar to that
observed over the entire summer period (Figure 3).
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Figure 3. Observed and predicted NRC
Lake Jevel, May to September 1985.
Julian day 140 is May 20, 1985.
The maximum differences between predicted and

observed mean daily lake level during the flooding,
discharge, and evaporation periods were only .176,
.028, and .023 m. By the end of the simulation
period the difference between observed and
predicted was only .016 m. The largest error
occurred in the flooding period when lake level was
calculated using WSC East. Channel level adjusted
using an open water slope. During this period
however, water slope varies as the channel changes
from ice covered to open water. These changes in
slope were not accounted for in the present model.
However, considering the large changes in level
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during this period, the involved is

relatively small.

error

DISCUSSION

The water balance listed in Table 1 shows that
flooding contributes a large volume of water to NRC
Lake. Low closure lakes like NRC Lake probably
flood annually, however certain high closure lakes
are flooded infrequently. The frequency of
flooding, controlled by the lake sill elevation and
the Mackenzie River flood level, could change if
flow regulation occurred in the Mackenzie River
Basin.

The water balance of a perched lake during a
non-flooding year can be estimated from the NRC
Lake data. 1In 1985, evaporation from NRC Lake was
~-245 mm and precipitation was 31 mm. Since in the
absence of flooding the only significant input and
output is precipitation and evaporation, the
resuiting change in storage at NRC Lake would have
been -214 mm. Even in a year with normal
precipitation, evaporation would probably exceed
precipitation. In 1984 for example, a year with
near normal precipitation, NRC Lake level decreased
over the summer period. This implies that
evaporation was greater than precipitation.
Therefore, without flooding, water 1level in NRC
Lake would be expected to decline significantly
within a few years. This is probably true for most
perched lakes.

This conclusion is substantiated by data from a
perched lake 50 km southwest of Inuvik. This high
closure lake was tast flooded in June 1982. The
lake does not have a surface outlet, but the lake
Tevel declined 1.43 m between June 3, 1982 and
August 27, 1985 (Bigras, personal communication).
The average summer decline of .36 m, is larger than
the difference between precipitation and
evaporation experienced at NRC Lake in 1985. This
is probably explained by a higher evaporation rate
at the southern site due to warmer air
temperatures. Further work s required to
substantiate this explamation. The important point -
from this example is not the rate of decline, but !
that without flooding it will probably be dry
within a few years.

One aspect of the lake hydrological regime not
included here is the snowmelt period. It is not
known how much of the winter snowfall of
approximately 130 nm water equivalent runs off into
the lake during the spring melt. However the dry .
soil, low relief, and poorly defined drainage !
system must 1imit the runoff. Future work will



consider this
regime.

Perched lakes certainly do not require annual
flooding, but they probably require flooding on a
frequent basis to maintain water levels. The
frequency of flooding required could be determined
by running a version of the simulation model
described earlier.

aspect of the 1lake hydrological

CONCLUSIONS

The primary conclusions of this paper are:

(1) the lake sil1 elevation is a major factor
controlling the hydrology of Mackenzie Delta
lakes, determining the duration and magnitude
of flooding

{2) permafrost 1limits groundwater movement from
NRC Lake, allowing it to remain perched above
channel level for most of the year

(3) because evaporation from the lake surface is
greater  than  precipitation, the  lake
experiences a negative water balance. Without
replenishment of water from the Mackenzie
River during the spring flood, the lake level
would probably decrease significantly within a
few years

(4) as a result of evaporation from the land
surrounding the lake, surface and sub-surface
drainage to the lake was small for much of the
summer. Most of the drainage to the lake was
a result of flooding of the land by the
Mackenzie River

(5) A simulation model was able to accurately
predict lake Tevel throughout the spring flood
and summer period. This model, with a few
additions, could be used to determine the
frequency of flooding needed to sustain
perched lakes in the Mackenzie Delta

{6) perched lakes are susceptible to pollutants
introduced from the Mackenzie River since
these lakes are only flushed once per year
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SHORT-WAVE HEATING OF LAKE SURFACE WATER UNDER A CANDLED ICE COVER

J. P. Gosink and J. D. LaPerriere*

ABSTRACT: During spring, as the snow
covering the lakes and rivers begins to
melt from a positive surface heat balance,
meltwater percolates through microcracks
in the ice, initiating vertical channels
through the ice. The ijce develops into a
porous fabric, known as candled ice,
characterized by closely packed vertical
"candles" of ice interspersed with chan-
nels of meltwater. Candled ice 1is quite
transparent to short wave radiation, with
optical extinction coefficients approach-
ing those found in the lake water. This
implies that the incident solar radiation
can penetrate through the ice cover,
warming the water immediately below the
melting ice. La Perriere (1981) reported
lake temperatures in excess of 6°C one to
two meters below the hase of the candled
ice during field studies in Harding Lake,
Alaska. This layer of water, although
heated above the temperature of maximum
density, appeared to be stable due to the
slight density difference between the
neltwater with low specific conductance,
and the more saline lake water.

The siability of the under—-ice water
column is critical for lake overturn and
subsequent reoxygenation of the lake. 1In
a typical dimictic lake, overturn occurs
during strong winds at or soon following
complete disappearance of the ice. The
overturn results in reoxygenation of the
lake to near saturation levels. However,
when near surface warming of the lake
occurs through the candled ice column,
the potential exists for initiation of
sumner stratification conditions below
the ice cover, with a stable density
structiire in the water column. If the

wind stress over the lake is low as the
final ice melts, it is possible that

little or no overturn and rexoygenation
of the lake water will take place. This
situation occurred in Harding Lake in May
1975.

This paper presents the results of a
one—-dimensional heat balance study of the
near surface water below candled ice.
Short wave penetration of heat through
the candled ice and into the underlying
water column, latent heat effects, and
thermal conduction and convection are
considered. The model predicts the oc-
currence of a subsurface water tempera-
ture maximum close to 6°C at a depth one
to two meters below the base of the
candled ice. The analysis includes a
discussion of convective stability in the
meltwater layer below the melting ice
cover. Velocities in the meltwater are
shown to be between 0.1% and 107 of the
corresponding Monin-Oboukhov velocity at
a free surface.

(KEY TERMS: lake ice; candled ice cover; penetra-
tive convection, surface mixing.)

INTRODUCTION

Thermal energy transfer at a snow or
ice surface on a lake or river consists
of heat flux due to sensible heat trans-
fer, conduction through the snow and ice,
latent heat exchange due to sublimation
and melting or freezing, long-wave radia-
tive exchange and short-wave radiative
transfer. The short-wave transfer differs
from the other modes of heat exchange in
that attenuated short—-wave radiation

%], P. Gosink, Geophysical Institute, University of Alaska, Fairbanks, Alaska
99775-0800; J. D. La Perriere, Alaska Cooperative Fishery Research Unit, Arctic
Health Research Building, University of Alaska, Fairbanks, Alaska 99775-0810.



penetrates through the surface, into the
snow and ice, and ultimately into the
underlying water column. If the snow
layer is thick, then most of the avail-
able short-wave eunergy is expended warming
or melting the snow layer. In spring, as
the snow layer melts, an increasing
amount of shortwave radiation is absorbed
within the ice layer and in the underly-
ing water column. The radiation absorbed
in the ice raises the ice temperature to
0°C, and excess radiation results in
melting at grain boundaries (Knight,
1962; Lyons and Stoiber, 1959). The
effect of this melting process is to
cause deterioration of the ice fabric
{Ashton, 1985; Bulatov, 1970). The
deteriorated ice becomes porous and
assumes the appearance of closely packed
"candles". Candled ice is substantially
weaker than an intact ice layer.

La Perriere {1981) obhserved candled
ice on Harding Take during late spring,
and measured water temperatures below the
bottom of the ice layer. A somewhat
surprising result was the discovery of a
stable layer of water heated above the
temperature of maximum density which had
not mixed downward. It was hypothesized
that the heat gain in the water was due
to the transparency of the candled ice to
short-wave radiation. It was further
assumed that melting of the ice produced
a shallow and relatively buoyant fresh
water lens below the ice surface. Verti-
cal water velocities were not measured;
however, it was suggested that convective
velocities due to buoyancy differences
were uiaimal.

This article evaluates the mixing
potential of the surface layer water.
This is accomplished through an analytic
model of heat transport in the water
column with three modes of heat trans-
port: conduction, convection and radia-
tion. This model, in the form of an
analytic solution to the governing equa-
tion, is previously unpublished. Scaling
arguments are used to prescribe maximum
and minimum limits for the convective
velocity. Short-wave radiation and light
extinction coefficients are approximated
from typical measured values at the
Harding T.ake study site.
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THEORY

Short-wave radiation penetrating
into a water column is attermsted with
depth according to Bouger's relation
(Fischer et al., 1979). It is known that
the light extinction is dependent upon
the wave length (Hutchinson, 1957);
however, for studies involving small
changes in depth, a bulk extinction
formula is appropriate. The usual form
of the governing equation for short-wave
radiation in water is:
5(y) = 8y exp(-ay) (1)
where S is- the radiation at the top of
the water column, y is depth and a is the
extinction coefficient. Measurements
were made of the short—-wave radiation in
Harding Lake during summer 1976
(La Perriere et al., 1978). The extinc-—
tion coefficients for various wavelengths
ranged between 0.4 and 1.0 n"l. For the
present study, a value of 0.8 m~! was
assumed for all calculations.

The short-wave radiation at the top
of the water column, S, is the radiative
flux at the bottom of the ice layer. 3
is proportional to the radiative flux
arriving at the top of the ice. Bulatov
(1974) determined that the radiation
attenuation in ice is dependent upon the
radiative wave length. Several investiga-
tors (Warren, 1982; Grenfell and Maykut,
1977) measured radiative extinction in
fresh and sea-water ice, and established
empirical relationships defining the
extinction as a function of depth in
these media. The study by Grenfell and
Maykut (1977) suggested that the bulk
short-wave radiation attenuation in ice
is defined by the formula:
5;(y) = S, exp(-1.36 y°°) (2)
where S, is the short wave radiation at
the top of the ice. This implies that,
for ice thicknesses less than 0.5 m, more
than 407 of the short wave radiation at
the ice surface penetrates into the water
column and is absorbed there as heat.
Furthermore, the short-wave radiation at
the top of the water column, Sy = Sy exp



(-1.36 d'5) where d is the ice thickness.
The short wave radiation flux given by
equation (1) may be considered a distri-
buted heat source in the water (Mellor,
1964; Tien, 1960).

The equation for heat transport in
the water, including both conduction of
heat and the short-wave radiation acting
as a distributed source, may be written
as follows:

2 2
K d°T/dy“ + a Sy exp(-ay) = 0 (3)
where K is the thermal conductivity of
the water. This equation assumes that a
steady state condition exists and that no
convective heat transport is considered.
The solution to the equation is straight-
forward (Carslaw and Jaeger, 1971):

T(y) = To + vy (T]-Tp)/b (4)

+ Sy [l-exp(-ay)
- y(l-exp(-ob))/b}/oK

where the boundary conditions T(o) = T,
and T(b) = T; have been applied, y = o
is the position of the water—ice inter-
face, and y = b is a given water depth.
The model defines a modified linear
temperature distribution, such that the
curvature in the profile is proportional
to the short-wave radiative heating.

Two limitations of the model are the
assumptions of steady-state conditions
and that of no vertical convection.
Clearly, the position of the water—ice
interface changes with time as the ice
melts, but the temperature at this posi-
tion remains at the freezing point. This
suggests that a solution to equation (3)
in a coordinate system which moves upward
at the rate thai itle jce is melting would
be more appropriate. If the ice melting
rate is assumed to be constant and equal
to v, then a transformation of coordinates
for the transient form of equation (3)
results in the following quasi-steady
equation:

pc v dT/dy =

K d?‘T/dy2 + a8, exp{-ay) (5)
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wiere the coordinate y is measured from
the moving ice-water interface, p is the
water density, and c¢ is the specific
heat. Note that v = Q/L where Q is the
residual heat available for melting
(W m_z), and I, is the volumetric latent
heat of jce (J m_3). Q can be deternined
as the melt rate of the ice by a heat
balance approach. However the meteorolo—
gical data required for a complete surface
heat balance was not available for the
Harding Lake study site. Since heat con-
duction through an isothermal ice cover
is zero, a reasonable approximation of @
is Sy, the short wave energy flux trans-
mitted through the ice. For e§%mple, Ef
54 15 Wm 7, then v=5 « 10 " n sec
or 0.5 cm day'l. This is a very small
melting rate which possibly represents
early springtime warning in central
Alaska.

Another interpretation of equation
(5) may be inferred when v is assumed to
represent a vertical convective velocity
in the water. With this interpretation,
there are three modes of heat transfer:
conduction, convection and short-wave
radiation. If v is a gravitational
velocity due to density differences,
solutions of equation (5) would repre-
sent the complete convective-diffusive
model with a distributed heat source.
Therefore, the same equation, equation
(5), is a model for the quasi-steady case
with a moving phase front (when v = S /L)
and for the convective case (when v >
Sw/L). The solution to equation (5) when
v is constant is:

T(y) = To + (T1-Tp) [l-exp(vy/k)]

l—exp(vh/k)
+ Tgw [l-exp(- ay)]

-Tgy [{l-exp(-a b)) (l-exp(vy/k))] (6)

l1-exp(vb/k)

where k = K/pc

m

Tsw = 5w/ pc (ka + v)

Equation (6) then represents a quasi-
steady solution to the equation for heat
transport in the water when all three



mechanisms of heat transfer are included:
conduction, convection due to density
differences and short-wave heating. The
lower limit for v is the melting rate of
the ice.

An upper limit for v may be found
from Monin—-Oboukhov scaling for velocity
due to gravitational differences (Tennekes
and Lumley, 1972; Fischer et al., 1979):

+.__
pc

where B is the thermal expansion coeffi-
cient of water and g is the gravitational
acceleration., ugf is often called the
penatrative convective velocity and is a
measure of the free-faill velocity due to
deusity changes at the water surface.
Monin—-Oboukhov scaling 'ias been used
widely in geophysical applications (Turner,
1973; Fischer et al., 1979; Niiler, 1975)
to estimate the mixing or penetration
velocity in mixed layer dynamics. It may
be considered an upper limit for the
convective velocity under the ice layer.
It is an upper limit since it does not
include the effects of the surface drag
which would be present at the water—ice
interface.

Penetrative convection may be ex-
pected if the density differences associ-
ated with temperature change are suffi-
ciently large to overcome viscous forces.
The critical parameter for the initiation
of convection when a temperature gradient
equal to AT/b is imposed is the Raleigh
number (Raleigh, 1916; Bear, 1972; Turner,
1973):

Ra_ = B AT g b3
kv

(8)

where v is the kinematic viscosity. Two
other forms of the Raleigh number are
pertinent in the present analysis. The
first is a salinity Raleigh number
associated with the melt water — lake
water salinity diffevence (Turner, 1973):
Rag = A p g b7 (9
pkv
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where Ap is the density difference due to
salinity variation between the melted ice
and the lake water. The other pertinent
Raleigh number is associated with an
internal heat source as the cause of the
gravitational convection (Turcotte and
Schubert, 1982):
Ra, = a§k35b5 (10)
kv

Fach of these three Raleigh numbers have
somewhat different critical values de-
pending upon the assumptions made con-
cerning boundary conditions. However, in
all cases the critical Raleigh number is
less than 5000. Estimates of these
Raleigh numbers appropgiate for Harding
lake are; Ra, = 5 ¢ 10’, Ra_ = 0.0, and
Ry; = 107.  These estimates were obtained
by assuming a temperature difference of
2°C across a 0.5 m water depth, a thermal
expansion coefficient equal to 0.3 =«
1075°c™!, an electrical conductivity
difference of 60 u mhos cm_l, short—wave
radiation equal to 10 W m'z, and an ex—
tinction coefficient of 0.8 m~l. Accord-
ing to the formulae given by Bennett
(1976), this electrical conductivity
difference impiies a negligible salinity
difference. These values correspond
approximately to the measured quantities
determined at Harding Lake by La Perriere
et al. (1978). The estimated Raleigh
numbers suggest that penetrative convec-
tion due to thermal gradients and radia-
tive heating was indeed occurring, but
that measured salinity differences were
inadequate to account for gravitational
convection.

RESULTS AND DISCUSSION

Upper and lower limits for the
velocity v in equation (5) and (6) have
been previously defined. The lower limit
is the ice melting rate and the upper
limit is the Monin-Oboukhov (M-0) convec-
tive velocity. Both these limits are
dependent upon the heah exchange term Sy.
In Table 1, a few values of melting rate
and M-0 velocity are presented as a
function of Sy.



Table 1. Minimum and maximum velocities
9 Melting_iate M-0 velocity
S, (Wm “) (m sec ) (m sec *)
5 2+ 1078 2 - 1074
15 5. 1078 3« 1074
50 16 « 1078 5 . 107%

Equation (6), which defines the
temperature distribution with convection,
conduction and heat source, is depicted
in Figure 1 for the two limiting values

=3 « 1078 5 sec”!

of v, i.e., Vnin and
TEMPERATURE (C)
7] 1 2 3 4 S 6 7
U N N N S O B
»*
0 4 — *
»*
IE] 28— Vpin =3 ° 168 m sec! ™
P »
T o
H
MLZ—‘ ]
»
*
16— »
Voax = 2 ° 1074 m sec’!
2 86— 4
Figure 1. Measured (*) and calculated

(-) temperature distributions under

a candled ice cover in May, 1975.
Depth is measured from the bottom of
the ice, which was about 0.5 m thick.
Both calculated temperature distribu-
tions are defined by equation (6).
The assumed values for v (v = vpinp
and v = vpax) are defined on the
curves.
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Figure 2.

v =2 « 107% n sec”l. The measured
temperature distribution at the Harding
Lake study site is also shown on the fig-
ure. The calculated temperature distri-
bution for the lower limit wvelocity,
Vmin, is effectively identical to the
zero convection solution, equation (4).
This might have been anticipated through
a consideration of the Peclet number,
Pepin = Vmin P/k = 0.3, since Pe can be
considered the ratio of convection to
diffusion of heat. The calculated tem-
perature distribution for the upper limit
velocity, vpax, indicates an intensely
mixed surface layer in which latent heat
losses at the water-ice interface are
rapidly transported downward.

TEMPERATURE (C)
(%] 1 2 3 4 S 6 7

X I-TYmo

Measured (*) and calculated
(~) temperature distributions under a

candled ice cover in May, 1975. Depth
is measured from the bottom of the

ice, which was about 0.5 m thick. The
calculated temperature distribution is
defined by equation (6), with values

of v = 107° m sec”! in the upper 0.2 m
and v = 1077 n sec™! in the lower 1.8 m.



The measured temperature distribu-
tion suggests that an intermediate value
for convective velocity may more accurate-
ly define the heat transfer mechanisms.
Furthermore, it appears that a larger
velocity is indicated in the upper portion
of the profile, and a somewhat smaller
velocity below. 1In Figure 2, the calcu-
lated temperatures have been graphed with
a convective velocity equal 107~ m gsec™
in the upper 0.2 m and equal to 107 n
sec”! in the lower 1.8 m. These veloci-
ties for upper and lower layers are about
10% and 0.1% respectively of the associ-
ated Monin-Oboukhov velocity at a free
surface. The agreement between the two
layer convective model and the measured
temperature distribution is excellent.
The reasons for a greater convective ve-
locity in the upper portion of the pro-
file relative to the lower portion are
not apparent. However, possible expla-
nations may be related to deceleration
due to viscosity or to the smaller heat-
ing in the lower portion associated with
attenuated radiation penetration.

The upper 0.2 m may be interpreted
to be a region in which the convection of
cool water from the ice surface is suffi-
ciently high to overcome the warming by
short wave penetration. In effect, the
time scale for removal of heat by convec-
tion is smaller than the time scale for
heat generation by short wave penetration.
This downward velocity is necessary to
explain the positive curvature of the
temperature profile in this region. Note
that the application of equation (4), the
zero velocity solution, to the upper
layer would imply a negative curvature,
contradicting the measured values of
temperature.

In the lower layer, a smaller value
of the convective velocity permits radiative
heating and conduction to warm the water
above the temperature of maximum density.
The convection time scale in the lower
region is smaller than the time scale for
short wave heat generation.
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SUMMARY AND CONCLUSIONS

Short-wave radiation penetration
through a candled ice cover has the
potential to raise the near ice water
temperature above the temperature of
maximum density. This occurred during
a spring 1974 investigation of Harding
Lake (La Perriere, 1981). The resul-
tant density excess induced an insta-
bility with downward gravitational
convective velocity. Density differ-
ences due to the measured salinity
difference between lake water and melt
water were negligible. However, the
calculated Raleigh numbers for both
conductive. heat transfer and internal
radiative heating were sufficiently
high to ensure convective instability
of the near-ice water. The appropriate
convective velocity below the ice cover
appears to be a small fraction of the
Monin-Oboukhov velocity at a free sur-
face. Apparently the ice-water inter-
face acts to decrease the expected mo-
tion.

A new and previously unpublished
solution of the heat transport equation
with a heat source has been presented.
Measured temperatures at Harding Lake
under the ice cover show excellent
agreement with the calculated tempera-
tures, verifying the assumptions of weak
convective instability under the ice
cover and the penetration of radiative
heating below the ice.

SYMBOL DEFINITIONS

b = water depth [m]

¢ = specific heat of water [J kg—l
oc—l]

d = ice thickness [m]

g = gravitational constant [m sec—zi

k = thermal diffusivity of water [m
sec™ 1]

K = thermal conductivity of water
[Wn—1 °c=1]

L = volumetric latent heat of ice
[J ™3]

Q = available heat for melting ice
[W m™2]



F
[l

Raleigh number for internal heat
source, equ. 10 [ ]
Rag = Raleigh number for salinity, equ.

9 [ ]

Rat = Raleigh number for temperature
gradient, equ. 8 [ ]

S = Short wave radiation in water, equ.
1 [W m_z]

S{ = Short wave radiation in ice, equ.
2 [W m2]

S0 = Short wave radiation at ice upper
surface [W m—z]

S¢ = Short wave radiation at water sur-—
face or water-ice interface [W m <]

T = water temperature [°C]

T, = water temperature at y = o [°C]

T] = water temperature at y = b [°C]

uf = Monin-Oboukhov velocity, equ. 7
[m sec_l]

v = velocity defined in text [m sec_l]

y = downward distance [m]

¢ = short wave extinction coefficient
in water [m_l]

B = thermal expansion coefficient of
water [°CT4]

p = average water density [kg m_3]

bp = densitg difference by salinity
(kg m™~]

v = kinematic viscosity of water
[m2 sec™!]
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HYDROTHERMAL MODELING OF RESERVOIRS IN COLD REGIONS: STATUS AND RESEARCH NEEDS

Donald R. F. Harleman!

ABSTRACT: A review of mathematical models has been accumulated over the past 30
for the prediction of the thermal struc- years in the mathematical modeling of
ture and water quality of reservoirs in lakes and reservoirs located in

cold climates is presented. Recent mid-latitudes. The objective of this
research and research needs are discussed paper is to focus on the features of the
in the following subject areas: dynamics modeling problem that are characteristic
and thermodynamics of ice cover formation : of, and in many cases, unique to cold

and decay, wind stress with weak climates., The first section will review a
stratification and wind stress attenuation number of impoundment models that have
due to ice formation, suspended sediment been used in temperate zones with an
effects and local mixing and water quality emphasis on attempts that have been made
effects. to adapt them to cold region conditions.
(KEY TERMS: reservoir thermal stratifica- Subsequent sections will discuss some of
tion; reservoir water quality; cold regir- the unique modeling problems such as the
impoundments, ice cover formation; ice dynamics and thermodynamics of ice cover
cover decay; heat transfer in ice.) formation and decay; wind stress on

weakly stratified lakes and attenuation
due to ice growth; effects of suspended
sediment inflows due to glacier melt; and
localized mixing and overall water quality
INTRODUCTION effects. In each case a brief literature
review will be followed by a discussion of

The development of the cold regions future research needs.

of the earth for human habitation and for
energy resources is proceeding at a rapid
pace. Thus the potential for reservoir
construction for hydroelectric development
and water supply in high latitudes is
greater than in the more developed
temperate and tropical zones. There
exists, therefore, a need for
deterministic models to predict the
physical, thermal and associated water
quality aspects of impoundments in cold
regions. The obvious starting point is
the considerable body of knowledge that

REVIEW OF ONE-DIMENSIONAL
RESERVOIR MODELS

Diffusion Models

Thorough documentation of the early
history of hydrothermal modeling of
impoundments has been given by Harleman
(1982) and Orlob (1983). The first
attempts at mathematically modeling

1Ford Professor of Engineering, R. M. Parsons Laboratory, Department of Civil Engineering,
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139,
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temperature distributions in deep,
stratified impoundments were carried out
in the late 1960's and early 1970's
independently by Orlob and co-workers at
Water Resources Engineers (WRE) and by
Harleman and co-workers at MIT. The Orlob
(1983) review documents one, two and
three-dimensional modeling efforts and
gives criteria for use of the
one-dimensional approach in which the
water body is assumed to be stratified in
horizontal planes. In this paper
attention will be restricted to
one-dimensional models.

The classical advection-diffusion
equation approach is illustrated by Figure
1 showing a one-dimensional schematization
for a variable area reservoir with an
inflow and one or more outflows.

<
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FIG.
for mathematical model for reservoir
temperature distribution.

The thermal energy equation for an
internal element is given by Huber,
Harleman and Ryan (1972) as

oT 1.3 _1. T
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1 - Schematization and control volur
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where T is temperature within the
reservoir (Tj; is inflow temperature), z
is measured from a bottom datum (the
surface elevation zg is a variable), A

is the horizontal area of the reservoir,
E, is the eddy diffusivity of heat and B
is the width. Horizontal velocities due
to inflow uj and outflow u, are

computed by assuming Gaussian velocity
profiles. The height of the Gaussian
outflow profile is related to the vertical
density gradient by selective withdrawal
theory. The river inflow is mixed with
water from the surface element in a
specified ratio, changing both the volume
and temperature of the inflow. The mixed
inflow enters the water column centered at
the elevation at which the reservoir
density is equal to the mixed inflow
density. Vertical velocities are computed
from the continuity equation for each

element, thus the vertical flow rate Q
is given by

Q (z,t) =

X,

B fz u,(z,t)dz
o 1

-8 [ u (z,t)dz (2)
0

The last term in equation (1)
represents the internal heat source due to
the absorption of shortwave solar
radiation. The terms p and c are the
density and heat capacity of water, ¢g4
is the heat flux per unit area due to
short wave radiation reaching the water
surface, B is the fraction of that
radiation absorbed in the surface
(approximately 0.5) and n(m=1) is the
extinction coefficient which depends on
water clarity.

The surface boundary condition,
assuming that the water surface remains
free of ice is given by

oT
pCEz 5;'= -B¢s - ¢a + <|)b

+ ¢e + ¢C at z = g (3)

S

where ¢, is the incoming atmospheric, or
long wave, radiation which is completely
absorbed at the surface; ¢, is the flux
due to back radiation from the water
surface; ¢o and ¢. are heat fluxes

from the water surface due to evaporation



and convection, The latter three
components are functions of the water
surface temperature, wind speed and vapor
pressure gradient. The bottom boundary
condition, usually assumed to represent
zero heat flux (0T/dz=0), and a specified
vertical temperature distribution initial
condition completes the mathematical
specification,

Various empirical representations
have been used for the vertical eddy
diffusivity E,. These range from
assuming it to be a constant in both time
and depth to assuming a functional
relationship between E, and the
densimetric water column stability (1/p)
3p/dz. Harleman (1982) pointed out that
in reservoirs having near surface inflows
and relatively deep outlets the vertical
heat convection term (the term to the left
of the equal sign in equation 1) dominates
the vertical diffusion term. The result
is that the vertical temperature profiles
are relatively insensitive to the vertiral
diffusivity. This is in contrast to lakes
in which there is generally a high degree
of sensitivity. Emperical evidence
suggests that turbulent mixing induced by
wind shear at the surface is highest in
the near surface or epilimnion region. 1In
addition, the epilimnion is frequently
found to be well-mixed with little or no
vertical temperature gradient at the
surface., These observations, coupled with
the lack of a generally satisfactory
resolution of the problem of specifying
F,=f(z,t), led to the development of
nixed layer models in the latter half of
the 1970's.

Mixed Layer Models

The surface mixed layer may be
thought of as encompassing three zones:
{1) the near surface region in which
turbulent kinetic energy (TKE) is produced
by wind shear as the stirring agent. The
TKE is exported to the fluid below; (2) a
central zone in which the TKE exported
from above is used to homogenize the
fluid; and (3) a thin frontal zone
separating the turbulent interior from the
quiescent fluid beneath the upper mixed
layer, In this zone the remainder of the
TKE exported from the surface, plus any
that may be locally produced by the shear
of the advecting mixed layer, less that
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which is locally dissipated or radiated
downward by internal waves, is used to
entrain quiescent fluid into the mixed
layer. Density instabilities, resulting
from surface cooling, can also cause
mixing through the production of
turbulence associated with vertical
buoyancy fluxes. This is known as
penetrative convection mixing. The
entrainment velocity ug, defined as the
time rate of increase of thickness, h, of
the upper mixed layer, is up = dh/dt and
the problem is reduced to finding an
expression for u,.

Stefan and Ford (1975) at University
of Minnesota developed a mixed layer model
(MLTM) for application to small lakes,
Independently, Harleman and Hurley-Octavio
(1977), Bloss and Harleman (1979, 1980)
and Imberger, et al., (1978) developed
similar models at MIT (MITEMP) and
University of California, Berkeley
(DYRESM). All of these models consider
the turbulent kinetic energy budget
integrated over the thickness of the mixed
layer. Parameterizations of the various
processes leading to the production and
decay of TKE result in expressions for the
entrainment velocity u, that are
functions of the local and bulk Richardson
numbers,

One of the differences between DYRESM
and the previous mixed layer models was
the change from a fixed or Eulerian layer
system to a variable or Lagrangian grid in
which each layer can expand or contract to
balance the movement of water in and out
of that layer. The advantages of the
Lagrangian approach are twofold: (1)
conservation of mass is improved because
the need for addition or deletion of
layers at the reservoir surface is
removed, (2) numerical dispersion is
reduced because no vertical flows between
layers are required.

The mixed layer models have worked
quite well for lakes and reservoirs in
temperate climates. Admitedly there are a
fair number of "constants" in the TKE
budgets employed in the various models and
these have yet to be assigned "universal"
values. The following section will
discuss attempts to modify existing models
for cold region applications.



Modification of Existing Models for Cold
Regions

In the mid 1970's the Orlob-WRE model
was modified to include a freeze-thaw
cycle for applications to two impoundments
near the US-Canada border (Chen and Orlob,
1973) (Norton and King, 1975). An
additional term for the heat exchange
accompanying the change of state of water
from liquid to solid was added to the heat
budget equation (1). When freezing
temperatures are reached, further loss of
heat proportional to the latent heat of
fusion, results in ice formation, Other
surface heat transfer processes (e.g.,
evaporation) were modified to account for
the ice sheet.

Findikakis, Locher and Ryan (1980)
modified the MIT mixed layer model to
include ice cover formation and melting,
They noted that if wind mixing in the
surface layer is underestimated, the
simulated water surface temperature
decreases at a faster rate than the
observed, resulting in an early formation
of ice in the reservoir. Their model and
field data comparisons were made for Spada
Lake, a reservoir on the Sultan river in
Washington.

Additional modifications to existing
models include a proposal by Ashton at
CRREL (Ashton, 1982) to include an ice and
snow cover in CE-QUAL-R1l, the water
temperature and quality model currently
being used by the Waterways Experiment
Station (Environmental Laboratory,

1981). The hydrothermal component of this
model is a modified version of the
Orlob-WRE model. The modifications to the
original WORRS model to form CE-QUAL-R1
include the change to a Lagrangian grid
and the replacement of the eddy
diffusivity approach by a mixed layer
algorithm. (Ford, et al. 1980). Ashton's
cold region modifications included the
following "threshold conditions' to be met
before an intact ice cover is established:

volume averaged water temperature < 2°C
average wind speed < 5 m/s
average daily air temperature < -5°C

Ashton states that the choice of water
temperature less than 2°C requires that
the water mass be cooled below the 4°C
stability point due to surface cooling.
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This criterion therefore implicitly
considers the effect of wind mixing in
retarding the initial formation of the ice
cover. The requirement that the wind
velocity be less than 5 m/s is based on
his experience that strong winds prevent

ice formation. The threshold air
temperature of less than -5°C is a
subjective one that allows the ice sheet
to attain a thickness sufficient to resist
break up. As soon as an intact ice cover
is formed the wind stress is set equal to
zero.

There has been an extension of DYRESH
to include an ice cover by Patterson and
Hamblin (1983). They allow the ice cover
to gradually decouple the wind stress from
the surface layer dynamics. A further
modification to DYRESM to include
suspended sediment as well as ice has been
described by Wei and Hamblin (1986).
Independently, Gosink (1986) formulated a
snow and ice cover algorithm for DYRESM.
These will be discussed in the following
sections,

DYNAMICS AND THERMODYNAMICS OF ICE
COVER FORMATION AND DECAY

Ragotzkie (1978) and Ashton (1980)
have summarized the essential features of
the heat budget of lakes including lakes
with ice and snow covers. In the latter
case the relevant heat flows are shown in
Figure 2.

Once an ice cover has developed the
thermal response of a lake or reservoir to
climate undergoes a drastic change.
Evaporation, a major component of the heat
budget in an unfrozen lake, ceases and
radiation becomes the primary mechanism of
heat exchange. When snow is added to the
ice cover the heat budget becomes much
more complex. Sensible heat is stored in
water, ice and snow and latent heat is
stored in the ice and snow. Defining heat
content per unit area on a base of 0°C,
the "negative'" sensible heat in ice is
given by the product of its temperature
below °C, its thickness, density (0.92
g/cm” ) and specific heat (0.5 cal/°C-g).
Latent heat is equal to the mass of ice or
snow per unit area times the latent heat
of fusion for water (80 cal/g). Heat loss
by outgoing longwave radiation from the
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FIG, 2 - Heat Flows in a frozen lake

ice or snow surface results in the growth
of the ice layer. Some heat enters the
water by short wave solar radiation which
is able to penetrate an ice cover,
However, if the snow is present on top of

the ice the change in the albedo
effectively eliminates short wave
penetration. One portion of this entering
heat is stored in the water while another
portion is lost by conduction back through
the ice layer. Sensible and latent heat
exchanges occur between the atmosphere and
the snow or ice surface and snow
accumulation represents a negative latent
heat input that will have to be balanced
by heat addition before the lake loses its$
ice cover in the spring. Adams and

Lasenby (1978) also discuss the -
calculation of latent heat terms for ice
and snow energy budgets.

Some of the earliest observations of
the ability of short wave radiation to
penetrate an ice cover were made in
permanently ice covered Antarctic lakes hy
Shirtcliffe and Benseman (1964). Their
neasurements in Lake Bonney with a
snow-free ice cover of approximately 3.5 m
thickness, shown in Figure 3, indicate a
maximum temperature of 7.5°C at a depth of
13 m. The density profile is stable

a3

because the salt content of the lake
increases with depth such that the density
in contact with the ice is 1.0 g/ml,
whereas at the lake bottom (30 m) the
density is 1.2 g/ml. The absorption
length for solar radiation (reciprocal of
the extinction coefficient 1 in eq. 1) is
8.2 meters., The lake is therefore a
natural "solar pond".

Stewart (1972) measured isotherms
under ice covers in a number of small
non-saline frozen lakes in New York and
Wisconsin. These lakes show the typical
temperature gradient from 0°C at the
bottom of the ice cover to 4°C at the lake
bottom. Stewart (1973) also measured
isotherms under Lake Erie ice and found
that in contrast to findings from smaller
ice-covered lakes, Lake Erie has almost no
winter vertical stratification. For
example, in early March most of the lake
water was less than 0.1°C. Stewart
attributed this to the fact that even
though the lake is covered extensively
with ice there are irregular openings and
cracks; and heat exchange and wind mixing
are effective in preventing a stable
winter stratification.

Wake and Rumer (1979 a) developed a
mathematical model for the ice regime of
Lake Erie that assumed a vertically mixed
water column during the ice season (in
accordance with Stewart's observations).
They neglected super-cooling effects, snow
accumulation on the ice cover and assumed
temperature gradients in the ice cover and
at the ice-water interface, when they
exist, to be linear. They further assumed
the ice cover to be static at all times
and well drained during the ice
dissipation period. The neglect of the
effect of accumulated water on the
dissipation rate was justified in an
earlier study (Wake and Rumer, 1979 b).
The model was two-dimensional in the plane
of the lake surface and the outputs of the
numerical model are water temperature and
ice thickness during a 20 day ice growth
period from January 1 and a 25 day period
in the spring ice dissipation season,

Wake and Rumer (1983) extended the model
to account for ice transport and
deformation due to wind and water
stresses. They adopted a macroscopic
continuum hypothesis for the fragmented
ice field and coupled the thermodynamic
model of the previous study with an ice
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FIG. 3 - Vertical section of Lake Bonney
showing isothermal profiles.

transport model, The hydrodynamic
component produces two-dimensional ice
drift velocity fields under time varying
wind inputs. Additional outputs are areal
ice concentration fields and areal
internal ice pressure distributions. In a
later paper Chieh, Wake and Rumer (1983)
presented the calibration of the model
using observed data from specific Lake
Erie ice tramsport events during the
winter of 1979. The simulation for the
freezing period agrees quite well, During
the melting period the simulation agrees
well with the data when wind-driven
surface currents and ice melt at the
ice-water interface are included.

Very few model-prototype comparisons
specifically directed at high latitude
reservoirs with extensive periods of ice
cover have been presented in the
literature. Exceptions are the recent
studies by Gosink (1986) and Wei and
Hamblin (1986) using a data set for

Eklutna Reservoir in south central

Alaska. The measured temperature profiles
were obtained by R & M consultants (1982)
for the open water season and by Osterkamp
and Gosink (1982) (unpublished field data)
for the ice-covered season. Gosink (1986)
developed a numerical model (DYRSMICE), a
modification of DYRESM, in which the main
modification is the incorporation of ice
growth and dissipation. This requires a
solution of the heat transport equations
in the snow and ice layers as schematized
in Figure 2. A quasi-steady assumption is
used for the surface heat flux and the
snow and ice temperatures., The heat

transfers are assumed to be in equilibrium
recognizing that meteorological
observations may be available on at most a
daily basis at remote locations. For
example, the governing heat transfer
equation for temperature in the snow layer
is

2 2
ks d°T/dz" + g ¢s exp(-nS z) =0 (4)

where kg is the conductivity of snow,

Ng is the short wave extinction
coefficient in snow, z is the vertical
coordinate, positive downward from the
snow surface, and ¢4 is the short wave
radiation., The surface and bottom
boundary conditions are T(z=q) = Tg

and T(z=ph_) = Ti where hg is the

snow depth and T; is the temperature at
the snow-ice interface. Because of the
steady state assumption an analytical
solution to equation (4) can be obtained.
Since Tg and T; are not known a

priori, they must be determined by
simultaneous consideration of the surface
heat fluxes and the temperature
distribution in the ice layer. The latter
requires solution of a heat transport
equation similar to equation (4) for the
lower ice layer,

Wei and Hamblin (1986) modified
DYRESM to include a snow and ice cover in
a similar manner. Their model includes
turbulent transport of heat from water to
ice due to the under-ice flow field
generated by inflows and outflows and the
formation of frazil ice. They compared,
predicted and measured ice cover thickness
as well as reservoir isotherms.



This section, on dynamics and
thermodynamics of ice cover formation and
decay, will conclude with a brief
assessment of some future research needs
in this area.

Prior to the formation of an ice
cover, evaporation is one of the dominant
terms in the heat budget. Fog may form in
the surface layer above a lake or
reservoir when the air becomes saturated
due to the temperature having fallen to
the dew point. Thus fog may occur with a
higher frequency in cold climates with
resulting condensation or negative
evaporation, Research is needed on
techniques for factoring in the occurrence
of fog on surface heat exchange. Some
research in this area has been done in
connection with predicting the formation
of fog induced by cooling ponds (Tsai,
1980) .

Reservoirs used for pumped storage
power production experience large daily
fluctuations in water level. Very little
is known about the effect of large water
elevation changes on ice formatiom and
decay. Karnovich et al., (1983) presented
some operating experience on ice effects
on pumped storage reservoirs in the USSR,
There is a need for additional field data
and analysis on this problem.

The prediction of the decay and
deterioration of ice covers during spring
melt appears to be a somewhat more
difficult problem than the formation and
growth of ice. Ashton (1983, 1985) has
analyzed the deterioration process by
applying an energy budget to determine
when and where the ice temperature is
below freezing and where it is at freezing
but sufficient energy has been absorbed to
melt a portion of the ice. The resulting
ice porosity is related to failure stress
and this may be used to predict the
load-carrying ability of the ice sheet.
Snow cover generally prevents solar
radiation from penetrating to the ice
cover; however, when the snow cover is
gone conditions are set for deterioration
to begin. It is unfortunate that data
does not exist for the testing of these
hypotheses.
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WIND STRESS WITH WEAK STRATIFICATION
AND ATTENUATION DUE TO ICE FORMATION

In most aspects the application of
mixed layer models, that have been
developed and tested on temperate climate
lakes and reservoirs, to cold region water
bodies is straightforward. Two exceptions
are (1) the effect of surface wind stress
induced mixing under open water conditions
with relatively weak stratification and
(2) the attenuation of surface wind stress
induced mixing due to the formation and
growth of an ice cover.

Mixing with Weak Stratification

Lakes and reservoirs in temperate
climates tend to stratify rapidly and
strongly during the spring warming
period. In summer, surface to bottom
temperature differences of the order of
20°C are common. The resulting strong
stratification effectively isolates the
hypolimnion in regard to mixing. 1In fact,
if a late spring temperature profile is
used as an initial condition, it is
usually found that heat transfer in the
hypolimnion throughout the summer 1is
adequately represented by molecular
diffusivity. However, it has also been
observed, during the short period of weak
stratification following the spring
overturn, that episodic mixing events are
necessary to explain the slight warming of
the hypolimnion. Because the period of
weak stratification is a matter of a few
weeks, data is scant and the question of
hypolimnetic mixing has not received the
attention it deserves. By an interesting
coincidence, related to the non-linear
temperature-density relationship for
water, stability conditions in tropical
water bodies are quite similar to those of
cold regions. For example, a tropical
lake having a maximum surface-bottom
temperature range from 28° to 26°C has the
same density stability as a northern lake



with a temperature range from 13° to 4°C.
Harleman, Adams, Aldama and Bowen (1986)
used Lewis' (1983) data from Lake
Valencia, Venezuela (which has seasonal
temperatures in the 28°-26°C range) for
determining an improved hypolimnetic
diffusion component for the MIT mixed
layer model. The expression for E; in
equation (1) is

(5)

where Cy is a dimensionless
(non-universal) parameter that probably
depends on water body area and shape;
u, is the friction velocity,
u, = (Ts/p)llz, where 1y is the
water surface wind shear stress; Ag is
the surface area; h, the total lake depth
and Pg the potential energy of the
stratification, defined by

p_ = ["15-0(2)] g Azdz (6)
o

where 5 is the volumetric mean density of
the water body.

This parameterization of the
hypolimnetic diffusivity which is capable
of capturing episodic wind mixing events
is similar to that proposed by Imberger
and Patterson (1981) except that it was
found to be unnecessary to include their
local stratification effect. It is
necessary to use an upper bound for E,
during isothermal conditions when Pg
approaches zero. The value of E, =
1.10-% m?/s (about 700 times the
molecular diffusivity of heat) recommended
by Imberger and Patterson (1981) was
used. It is suggested that the
diffusivity relation represented by
equations (5) and (6) could be used for
open water conditions in cold climates.

Farmer (19480) discusses some special
features of mixed layer dynamics near the
temperature of maximum density. 1In
particular, he points out that as the
temperature cools through 4°C, the surface
buoyancy flux changes sign and the wind
works to drive the heat deeper. Gosink
(1986) in her discussion of modifications
to DYRESM refers to the parameterization
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of the surface stress term in the TKE
budget and indicates that in high
latitudes it may be necessary to introduce
a Coriolis "cut-off" time scale to limit
mixed layer deepening.

Wind Stress Attenuation
Due to Ice Formation

Ashton's (1982) modification to
CE-QUAL-R1 to induce ice formation bhased
on "threshold conditions" has already heen
mentioned. Based on experience on Eklutna
Reservoir, Gosink's (1986) modification to
DYRESM differs in that she elects to
modify the wind stress by applying a
damping coefficient that decreases
linearly from 1 to 0 as the calculated ice
thickness increases from 0 to 10 cm, This
allows for partial ice cover development
in the early stages of formation. It
would be interesting to see how well the
modified model predicted the formation and
growth of the Eklutna ice cover.

SUSPENDED SEDIMENT EFFECTS

Gosink (1986) noticed difficulties
in calculating the heat balance in Eklutna
Reservoir in the late summer which she
attributed to an order of magnitude change
in the short wave extinction coefficient
caused by the inflow of high turbidity
glacier melt water. Incorporation of this
effect into a predictive impoundment model
requires inclusion of a mass conservation
equation for suspended sediment and
modification of the equation of state to
incorporate sediment as well as
temperature effects on density.

Findikakis, Locher and Ryan (1980)
added a suspended sediment mass balance
equation in their modification of the
MITEMP model for Spada Reservoir. They
expressed particle concentration in
turbidity units by assuming a linear
relationship, The sediment inflows in
this reservoir consisted of very fine clay
material and they assumed that settling
was negligible. In this aspect the
situation may be similar so that
encountered with "glacial flour" inflows.
Dhamotharan and Stefan (1980) modified
MLTM to include the simulation of



reservoir turbidity. The resulting model,
designated RESQUAL, has been applied to
Lake Chocot, Arkansas. The Corps of
Engineers CE-QUAL-R1 model, previously
discussed also contains suspended sediment
as a state variable,

Wei and Hamblin (1986) extended
DYRESM to include the councentration of
suspended sediment. Density inversions
resulting from suspended sediments are
checked and mixed to establish stability,
Settling velocities appropriate to the
size range of the inflowing sediments are
input to the model,

Additional research is needed into
the settling characteristics of fine
sediments characteristic of glacier fed
reservoirs., Floculation and coagulation
effects must be recognized since much of
the material of interest is outside of the
discrete particle settling range,

LOCAL MIXING AND WATER QUALITY EFFECTS

The interaction between seasonal ice
tover and hypolimnetic dissolved oxygen
depletion in lakes and reservoirs is
beginning to receive attention. Thomas
and Orn (1982) report on DO conditions in
the Greifensee, a Swiss Alpine lake.
Disastrously low oxygen conditions result
if low mixing during autumn cooling is
followed by an early ice cover of long
duration, succeeded by rapid
stratification after the ice melt. Babin
and Prepas (1985) report on efforts to
nodel winter oxygen depletion rates in ice
covered lakes in Canada,

Jain (1980) analyzed the plunging
phenomena at the entrace to reservoirs
using gradually varied two-layer flow
theory. A limitation of this type of
analysis is that it does not account for
the three-dimensional lateral spréading
characteristic of actual reservoirs.
Fischer and Jensen (1983) made
observations of reservoir inflow mixing in
Lake Mead. A tributary inflow was dyed
continuously for nine days and permitted
computation of the entrainment into the
inflow at the plunge point. They found
that the entrainment flow was about equal
to the inflow. However, a clear
correlation between inflow slope,
densimetric Froude number and other
factors remains to be established.
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Coleman and Armstrong (1983) measured
horizontal diffusivities in a small,
ice-covered lake by injecting a tracer as
a point source under the ice cover. A
number of studies have been carried out to
investigate the effects of heated
effluents or waste discharges into
ice-covered water bodies. Ashton (1979)
prepared a comprehensive report on the
suppression of ice by thermal effluents.
In the first part he considers the
effluent to be fully mixed across the flow
section while in the second part he
assumed a side discharge. A similar study
of mixing in the near bank zone is
reported by Gerard, Putz and Smith
(1985). Significant differences were
found between open water and ice-covered
conditions. Belore and McBean (1983)
carried out laboratory experiments on
entrainment of heated discharges at the
ice-water interface. In contrast to open
water conditions the dilution was found f~»
have relatively little dependence on the
discharge densimetric Froude number.

Wells and Gordon (1922) discusszad
need for multi-dimensional reservoir
models for water quality management using
field data from two TVA reservoirs. They
concluded that there was no justification
for 3-D models, that under certain
circumstances 2-D (longitudinal and
vertical) models might be needed but that
for the most part 1-D models were
adequate,

[ -

CONCLUSIONS

A number of one-dimensional reservoir
models have been modified to include cold
region effects. In most instances the
applications have been limited to
temperate region lakes and reservoirs in
which ice cover is a secondary effect of
relatively short duration. 1t is clear
that much additional research is needed
for the prediction of temperature and
water quality effects in high latitude
regions in which ice cover is the dominant
effect. 1In this respect the most pressing
need is for field data. Theoretical
advances necessary to improve mathematical
modeling will continue to be limited by
the sparcity of cold region lake and
reservoir data.



A significant data collection
resource that does not appear to have been
adequately utilized is that of satellite
observations. Stewart (1985) discusses a
number of remote-sensing techniques that
are directly applicable to ice
observations. These have been widely used
in oceanographic studies of the polar ice
regions. The techniques include Landsat
visible light scanners (VISSR) and
radio-frequency radiation signals.
latter provide open water surface
temperatures to an accuracy of 1°C, areal
ice-open water concentrations and
distinction between first year and
multi-year ice. Synthetic-aperture radars
accurately map reflectivity changes over
areas 50 to 100 km on a side with
resol tion of 10-4C m

The

Simultaneous modeling and data
collection efforts are vitally needed. It
is unfortunate that research in lake and
reservoir managment has not had access to
the data collection resources that have
routinely been associated with
oceanographic vesearch in polar regions.

References

Adams, W.P., and D.C. Lasenby, "The role of
ice and snow in lake heat budgets,"
Limnol. Oceanogr. 23(5), 1978.

Ashton, G.D., "Suppression of river ice by
thermal effluents," CRREL Report
79-30, U.S. Army Corps of Engrs, Cold
Regions Research and Eng. Lab., 1979.

Ashton, G.D., "Freshwater, ice growth,
motion and decay,'" Ch. 5, Dynamics of
Snow and Ice Masses.,
1980.

Ashton, G.D., Details of an ice cover
algorithm for the CE-QUAL-R1
reservolr water quality model,
unpublished note, 1982,

Ashton, G.D., "Lake ice decay," Cold
Regions Sci. and Tech., 8, 1983,

Ashton, G.D., '"Deterioration of floating
ice covers," Trans. ASME, Jour. of
Energy Res.Tech., Vol. 107, June
1985.

Babin, J. and E.E, Prepas, "Modeling
winter oxygen depletion rates in
ice-covered temperate zone lakes in
Canada," Canadian Jour. of Fish. and
Aq. Sci., Vol. 42, No, 2, Feb, 1985.

Acadenmic Press,

48

Belore, R.C. and E.A. McBean, "Physical
modelling of dilution entrainment of
heated discharges under ice,'" 20th
IAHR Congress, Moscow, Vol., 1T, 1983,

Bloss, S. and D.R.F. Harleman, "Effect of
wind-mixing on the thermocline
formation in lakes and reservoirs,”
Tech. Rep. No. 249, R.M. Parsons
Lab,, MIT, Nov. 1979.

Bloss, S. and D.R,F. Harleman, "Effect of
wind-induced mixing on the seasonal
thermocline in lakes and reservoirs,"
2nd Intern. Symp. on Stratified
Flows, Trondheim, Norway, 1980.

Chen, C.W. and G.T. Orlob, "Ecologic study
of Lake Koocanusa," Rep., to US Army
Corps of Engineers, Dist. of Seattie
by Water Res. Eng., Inc., 1973.

Chieh, S.H., A, Wake, and R. Rumer, "Ic-
forecasting model for Lake Erie,"
Proc. ASCE, Vol. 109, Jour. of
Waterway, Port, Coastal and Ocean
Eng., No. 4, Nov. 1983.

Coleman, J.A. and D.E. Armstrong,
"Horizontal diffusivity in a small,
jce-covered lake," Limnol. Oceanogr.
28(5), 1983.

Dhamotharan, S. and H. Stefan,
"Mathematical model for temperature
and turbidity stratification dynamics
in shallow reservoirs, ASCE Symp. on
Surface Water Impound., Vol. T,

Univ. of Minn., 1980.

Euvironmental Laboratory, CE-QUAL-RI1:

"A numerical one-dimensional model of
reservoir water quality; User's
Manual,”" Tech. Rep. E-18-8, U.S. Ammy
Engineer Waterways Exp. Station,
Vicksburg, Miss., 1981,

Farmer, D.M., "Mixed layer dynamics in a
lake near the temperature of maximun

density," 2nd Int, Symp. on
Stratified Flows, Trondheim Norway,
1980.

Tocher and P.J.
on Surface Water
Univ. of Minn.,

Findikakis, A.N., F.A.
Ryan, ASCE, Symp.
Impound., Vol, I,
1980.

Fischer, H.B, and A.R, Jensen,
"Observations of reservoir inflow
mixing," 20th IAHR Congress, Vol. TV
Moscow, 1983.

Ford, D.E. K.W. Thornton, A.S. Lessen,
and J.L. Norton, ASCE, Symp. on
Surface Water Impound., Vol. I,
Univ. of Minn., 1980.



Gerard, R., G, Putz and D.W. Smith,
"Mixing in the near-bank zone of a
large northern river," 21st IAHR
Congress, Melbourne, Australia, 1985.

Gosink, J.P., "Northern lake and reservoir
modeling," submitted to Cold Regions
Science and Technology, 1986.

Harleman, D.R.F, and X.A. Hurley-Octavio,
"Heat Transport Mechanisms in Lakes
and Reservoirs,”" 17th IAHR Congress,
Baden Baden, August 1977.

Harleman, D.R.F., "Hydrothermal
analysis of lakes and reservoirs,"
ASCE Proc. Vol. 108, No. HY3, 1982,

Harleman, D.R.F., E.E. Adams, A. Aldama
and J. Bowen, "Hypolimnetic mixing in
a weakly stratified lake," R.M.
Parsons Laboratory, MIT, (in
preparation), 1986.

Huber, W.C., D.R.F, Harleman and P.J.
Ryan, "Temperature prediction in
stratified reservoirs," Proc. ASCE,
Vol. 98, No. HY4, 1972.

Imberger, J., J. Patterson, B, Hebber:,
and I. Loh, '"Dynamics of Reservoir of
Medium Size," Vol. 104, No. HY5,
Proc. ASCE, 1978.

Imberger, J. and J.C, Patterson, "A
dynamic reservoir simulation model -
DYRESM:5." Transport Models for
Inland and Coastal Waters, H.B,
Fisher (Ed.) Academic Press, New
York, p. 542, 1981.

Jain, S.C., "Plunging phenomena in
reservoirs,”" ASCE, Symp. on Surface
Water Impound., Vol. IV, Univ. of
Minn. 1980.

Karnovich, V.N., "Winter operation of
pumped storage power plant basins and
canals,” 20th IAHR Congress, Moscow,
Vol. II, 1983.

Lewis, W.M., "Temperature, heat and mixing
in Lake Valencia, Limnol. Oceanogr.
(28), No. 2, 1983. .

¥orton, W.R. and I.P. King, "Mathematical
simulation of water temperature to
determine the impact of raising an
existing dam," Prog. in Astro. and
Aero. (36), 1975.

0rlob, G.T.,(Ed.), Mathematical Modeling
of Water Quality: Streams, Lakes and
Reservoirs. (Ch. 7, "One-dimensional
Models" by G.T. Orlob; Ch. 8, Two and
Three-Dimensional Models by M.
Watanabe, D.R,F. Harleman and O.F,
Vasiliev) Wiley, 1983,

49

Patterson, J.C. and P.J. Hamblin,
“Simulation of a lake with winter
cover," Env., Dyn. Rep. ED-83-043,
Univ. of Western Australia, 1983.

R & M Consultants, Inc., "Alaska Power
Authority, Susitna Hydroelectric
Project, Glacial Lake Studies,"
Report prepared for Acres American
Inc., Buffalo, N.Y., 1982.

Ragotzkie, R.A., Heat budgets of lakes,
Ch., 1, in Lakes, Chemistry, Geology,
Physics. A. Lerman (Ed.)
ES;TEEEr-Verlag, 1978.

Shirtcliffe, T.G.L., and R.F., Benseman, "A
sun-heated antarctic lake," Jour. of
Geophy. Res., (69) No. 16, 1964.

Stefan, H. and D,E. Ford, "Temperature
Dynamics in Dimictic Lakes,'" Proc.
ASCE, Vol. 101, HY1l, 1975.

Stewart, K.M., "Isotherms under ice,"”
Verh. Internat. Verein., Limnol,
1972.

Stewart, K.M., "Winter conditions in Lake
Erie with reference to ice and
thermal structure and comparison to
lakes Winnebago (Wisconsin) and Mille
Lacs (Minnesota)," Proc. 16th Conf,
Great Lakes Res., 1973.

Stewart, R.H., Methods of Satellite
Oceanography, Univ. of Calif, Press,
1985.

Thomas, E.A. and C.G. Orn, "Ice cover and
hypolimnetic reoxygenation in the
Greifensee from 1950 to 1980,"
Schweizerische Zeitschrift fur
Hydrologie, Vol. 44, No, 1, 1982.

Tsai, Y.J., "Predictive Model of Fog
Induced by Cooling Pond,”" ASCE Symp.
on Surface Water Impound., Vol, II,
Univ. of Min.. 1980.

Wake, A. and R.R. Rumer, "Effect of
surface meltwater accumulation on the
dissipation of lake ice', Water
Resour. Res., (15) No. 2, 1979.

Wake, A. and R.R. Rumer, "Modeling ice
regime of Lake Erie," Proc. ASCE,
Vol. 105, No. HY7, July 1979,

Wake, A. and R.R. Rumer, "Great Lakes ice

dynamics simulation," Proc. ASCE,

Vol. 109, Jour. of Waterway, Port,

Coastal and Ocean Eng., No. 1,

Feb. 1983,

C.Y. and P.F. Hamblin, "Reservoir

water quality simulation in cold

regions," Proc. Cold Regions

Hydrology Symp., Am. Water Res.

Assoc., Fairbanks, Alaska 1986.

ice

18,

Wei,



Wells, S.A. and J.A. Gordon, "A
three-dimensional field evaluation
and analysis of water quality -
management and modeling implications
of the third-dimension," ASCE, Symp.
on Surface Water Impound., Vol. I,
Univ. of Minn. 1980.



WATER, SNOW AND ICE MANAGEMENT

51







COLD REGIONS HYDROLOGY SYMPOSIUM
JuLY AMERICAN WATER RESOURCES ASSOCIATION 1986

WATERSHED TEST OF A SNOW FENCE TO INCREASE STREAMFLOW: PRELIMINARY RESULTS

Ronald D. Tabler and David L. Sturges1

ABSTRACT: Although snow fences have long
been proposed as a method to increase
water yield, the feasibility of this prac-
tice has not been established. This paper
reports hydrologic changes the first 2
years after construction of an 800-m-long
snow fence, 3.78 m tall, on a 307-ha
paired watershed having 10 years of
pretreatment data. Although final
assessment will require more years of
study, initial treatment effects are so
apparent that preliminary results are
meaningful. Snow accumulation increased
about 58%, and streamflow averaged 237% of
that predicted by the pretreatment
calibration with the control watershed.
Flow duration on the ephemeral stream
increased about 18 days. Overall water-
yield efficiency of the snow fence drift
averaged about 43%; however, the yield
efficiency of the added snow was about
85%. To amortize the fence construction
cost over a 25-year physical project life,
the value of the new water would have to
be about $0.06721 per cubic meter.

(KEY TERMS: snow fences; snow management;
water yield improvement; blowing snow.)

INTRODUCTION

Although snow fences can adgment water
supplies by altering the distribution of
snow, they also make "new” water available
by reducing the evaporative losses from
blowing snow particles (Tabler, 1973). 1In
Wyoming, for example, more than half of
the blowing snow evaporates over a
transport distance of 3000 m (Tabler
1975). It should also be possible to pro-

long snowmelt runoff by using snow fences
to increase snow depth. Indeed, snow fen-
ces may have been invented as a method to
augment water supplies because, according
to Brown (1983), the first known reference
to snow fences was in an 1852 Norwegian
publication describing snow fences to pro-
vide water for livestock. Another early
reference was an article that appeared in
an Alaskan newspaper (Seward Weekly
Gateway, 1909) describing how miners used
snow fences to augment water supplies for
placer mining. Since then there has been
considerable speculation on the possibi-
lity of using snow fences to increase
water yield or local water supplies (Lull
and Orr, 1950; Martinelli, 1959; Berndt,
1964; Costin, 1968; Tabler, 1968; Swank
and Booth, 1970; Tabler, 1971; Tabler and
Johnson, 1971; Martinelli, 1973; Rechard,
1973; Saulmon, 1973; Tabler, 1973; Cooley
et al., 1981; Sturges and Tabler, 1981).
But despite these numerous references, no
studies have shown an effect of snow fen-
ces on streamflow. The snow fence treat-
ment on the only watershed-based study
(Cooley et al., 1981) was too small to
have a significant hydrologic effect,
leaving in question the feasibility of
this form of snowpack management.

This paper reports hydrologic changes
during the first 2 years after construc-
tion of a large snow fence on a
“calibrated" paired watershed having 10
years of pretreatment streamflow data.
Although final assessment will require
more years of study, initial treatment
effects are so apparent that preliminary
results are meaningful.

1Hydrologist and Research Forester, respectively, Rocky Mountain Forest & Range
Experiment Station, Forest Service, USDA; 222 South 22nd Street, Laramie, Wyoming 82070.



STUDY AREA AND METHODS

The study watersheds are part of the
Stratton Sagebrush Hydrology Study Area
(41° 26'N, 107° 07'W), located about 32 km
west of Saratoga in south—central Wyoming.
Elevation of the gently rolling terrain
ranges from 2320 m at the lowest stream
gage, to 2440 m at the upper watershed
divide. Annual precipitation averages
53 cm, about half of which falls as snow
from November through March. Precipita-
tion data are from a well-sited recording
gage located in a forest grove about
4.5 km from the streamgage on the fenced
watershed. Mean monthly values of preci-
pitation, air temperature, and wind speed
are shown in Figure 1. Because snow is
blown off of windward slopes and ridges,
and redeposited on leeward slopes and in
topographic depressions, snow depths prior
to melt range from a few centimeters on
windward slopes to 6 m or more in
tonographically controlled deposition
zZones.

WIND SPEED (m/s)

AIR TEMPERATURE (°C>

PRECIPITATION (cm)

Figure 1. Mean monthly wind speed, air
temperature, and precipitation at the
Stratton Study Area, 1967-1981,
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Soils developed in place from sand-
stone of the Brown's Park Formation, and
have a loam or sandy loam texture in the
A and B horizons. Both infiltration and
soil stability are good. On moist sites,
vegetation is dominated by mountain big
sagebrush (Artemisia tridentata ssp.

vaseyana) having a typical height of 60 cm

Wyoming big sagebrush (A. t. ssp.
wyomingensis), typically about 20 cm tall,

occupies upland areas where effective pre-
cipitation is less because of snow removal
by wind.

Hydrologic data have been collected on
the Stratton Study Area since 1967 when
streamgages were installed on the two
pereanial 'streams, Loco Creek and Sane
Creek, to determine the hydrologic effects
of sagebrush eradication. Although a
final publication on this aspect of the
research is still in preparation, hydrolo-
gic characteristics of the area have been
reported by Sturges (1975a, 1975b, 1979).
Loco Creek (664 ha) has remained
untreated, and serves as the control
watershed for the study reported here.
The 307-ha snow-fenced watershed (North
Draw) is drained by an ephemeral stream
charged primarily by snowmelt, with very
little runoff from summer storms. This
watershed has been continuously gaged
since 1974, and remained untreated until
the summer of 1983 when the snow fence was
built.

The primary streamgages are 120-degree
V-notch weirs having cutoff walls
extending about 3 m below the surface aund
equipped with water—-stage recorders. The
entire weir pond, measurement section, and
discharge apron of each streamgage are
housed within a steel multiplate pipe arch
(Figure 2) for protection against the deep
snowdrifts in the stream channels {(Johnson
and Tabler, 1973). A Parshall flume was
installed immediately above the snow-
fenced channel reach in 1983.

Permanent snow courses have been
measured since 1968 on Loco and Sane Creek
watersheds. Measurements on two permanent
snow courses crossing the lower North Draw
channel were begun in 1969 and measure-
ments began in 1979 on seven additional
snow courses to better quantify channel
snow storage in anticipation of the snow
fence treatment. Although snow densities
are measured each year along selected
transects using a Federal snow sampler,



Construction of the 3.78-m—tall

Figure 2.
snow fence on North Draw watershed in
1983, with the streamgage shown in
foreground.

these values are not representative of
true snow densities in the deeper drifts
because of measurement and sampling
errors. Water—equivalents reported here
are therefore calculated using the rela-
tionship between snow density and snow
depth reported by Tabler (1985).

DESIGNING THE SNOW FENCE TREATMENT

The most logical location for a snow
fence was such as to augment snow deposi-
tion along the lowest 815 m of the main
stream channel. This section, having a
mean azimuth of 292°, was closest to being
perpendicular to the prevailing southwest
winds, and natural snow storage capacity
was inadequate to store all transported
snow in winters with average precipita-
tion. In addition, concentrating the snow
in the primary channel would minimize
snowmelt conveyance losses. This section
of channel is the principal snow accumula-—
tion area on the North Draw watershed
because it is incised about 6 m below the
surrounding terrain. Snow depths
‘elsewhere are controlled primarily by
sagebrush height, and range from only a
few centimeters to a meter or so at peak
accumulation.

It is estimated that prior to fencing,
the drift that formed in the incised chan-
nel contributed 60% of total discharge,
even though 79% of the total watershed
area lies above this section. Snow
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storage capacity averaged about 78 m3 of
water—equivalent per meter of channel
length, for a total of about 64,000 m
acre—ft). Although the efficiency with
which blowing snow was deposited in this
topographic feature was unknown, a smooth
snow surface extended across the channel
in most years, implying a relatively low
trapping efficiency by the end of the
accumulation season and suggesting that a
snow fence would increase deposition.
Above this incised section, the channel
branches into shallow tributaries that are
nearly parallel to the wind and thus not
as well suited to fencing. The length of
the snow fence (800 m) was therefore dic-
tated by the length of the incised chan-
nel. Although it would be possible to
construct additional snow fence on the
upper part of the watershed, we would
expect the yield efficiency to be less
than for fencing along the incised channel
section.

The type of fence selected was the
standard wood snow fence used by the
Wyoming Highway Department since 1971
(Figure 2). This structure consists of
horizontal bhoards 15 cm wide separated by
15-cm spaces, a bottom gap of approxima-
tely one—-tenth of the fence height, and a
15-degree inclination downwind (Tabler,
1974). Net porosity (open area) of the
structure, excluding the bottom gap, is
about 48%. This type of fence was
selected because it is known to be effec—
tive, economical to build and maintain,
and has a known capacity and drift
geometry (Tabler, 1980). At the time the
snow fence treatment was designed, plans
were available for heights of 1.83, 2.44,
3.17, and 3.78 m. The 3.78-m height was
chosen as that required to store the maxi-
mum snow transport anticipated over the
25-year physical life of the snow fence,
using the equation developed by Tabler
(1975):
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Q = 1515 P_ | 1-(0.14)

R/BOBO] (1)
where Q is snow transport in cubic meters
of water—equivalent per meter of width
across the wind, P, is relocated water-
equivalent precipitation in meters, and R
is the fetch or "contributing” distance 1in
meters. This equation has been used to
design successful snow fe:nce systems for
highway protection (Tabler and Furnish,



1982) and water supply augmentation
(Sturges and Tabler, 1981), and to design
snow fences on Alaska's North Slope,
including the system constructed at the
village of Wainwright in 1982. For the
North Draw watershed, mean winter precipi-
tation (November 1 through March 31) is
estimated to be 0.24 ms Of this amount,
about 16 cm would be retained by the vege-
tation, which averages about 45 cm tall.
The maximum transport was estimated using
a value for winter precipitation having an
exceedance probability of 4% (return
period of 1 year ia 25), as computed from
the frequency distribution reported by
Tabler (1982). This value was 1.5 times
the mean, or 0.36 m. P, was then computed
to be 0.20 m by subtracting the anticipa-
ted snow retention by vegetation (0.16 m).
The fetch distance, R, was taken as the
average distance (2000 m) between the
North Draw channel and the nearest snow
accumulation feature upwind. Although
some blowing snow is expected to escape
these upwind deposition areas, which are
similar to the North Draw channel, using
this fetch distance assured a conservative
(low) estimate of snow transport.

Maximum snow transport was thus esti-
mated from Equation (1) to be about 190 m
water—equivalent per meter of channel
length. A 3.78-m-tall fence will store
about 172 m  on level terrain if both
windward and leeward drifts are considered
(Tabler, 1980). Total storage_capacity
would therefore be about 250 m~ per meter
of fence length after adding the 78 m
storage in the channel. The extra storage
capacity provided by using a 3.78-m-tall
fence assured that most of the blowing
snow would be deposited, because snow
trapping efficiency does not decrease
significantly until a fence 1is filled to
about 807 of its capacity (Tabler, 1974).

The fence line was curved to parallel
the stream channel at an avetage distance
of 38 m (ten times the fence height)
upwind (Figure 3). This placement was
chosen to minimize the distance snowmelt
runoff had to travel to the channel, while
being far enough upwind that the drift
would not he expected to block the stream
channel in a winter with average (or
below) precipitation. However, because it
is necessary to gage the streamflow
accurately for research purposes, per-—
forated plastic drain pipe was installed

3

56

in the stream channel to provide for the
possibility of flow obstruction by the
drift.

In addition to the main 800-m fence, a
separate snow fence, 112 m long and 3.8 m
tall, was installed 200 m downwind of the
North Draw channel to provide a measure of
the trapping efficiency of the main fence
(Figure 3).

This fence was located near the
watershed boundary, and because of the
small size of the drift in relation to
total channel snow storage (and its
distance from the channel) it would not be
expected to have a discernible effect on
streamflow. The fences were built during
the 1983 summer after a calibration period
sufficient to detect a 15% change in
streamflow from snowmelt.

HYDROLOGIC EFFECTS OF THE SNOW FENCE

Nearly identical results were obtained
the first 2 years after the fence was
built, even though the 36 cm of precipita-
tion the first winter (1983-84) was the
highest in 14 years of record on the study
area, and the 22 cm recorded the second
winter was about average.

A comparison of snow accumulation on a
single snow course in the incised channel
section before and after fencing is shown
in Figure 4. Based on the pretreatment
relationship between maximum snow accumu-
lation on two index transects on the
control and treated watersheds (Figure 5),
snow accumulation was 547 and 627 greater
the first and second year after fencing,
respectively, than would have occurred
without the fence (Figure 6). Pretreat-
ment data in Figure 5 are restricted to
values at peak accumulation; after
fencing, however, the snow courses have
been measured on several dates each winter
to provide an estimate of the future
effect of treatment on snow retention.
The ratio of the slopes of the snow accu-
mulation relationships in Figure 5
suggests that before fencing, efficiency
of the stream channel in trapping blowing
snow averaged about 567% of that with the
fence in place.

Peak snow water—-equivalent volume
stored by the downwind fence was less than
the precipitation relocated between the
fences in both posttreatment years,



Figure 3. Aerial view of North Draw
watershed on 25 March 1985, the date of
peak accumulation. The wind is from
the upper left, and the streamgage
instrument shelter is visible near the
bottom of the photo.

DISTANCE (m)

'igure 4. Snow profiles on a North Draw
snow course before and after fencing,
in years with similar winter precipita-
tion.
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Figure 5. Snow accumulation on North Draw
watershed (average cross—sectional area
of two transects), versus the average
of two transects on untreated
watersheds. Data before fencing are at
peak accumulation only. Posttreatment
values include measurements taken
through the accumulation periods as
well as at peak accumulation. Dotted
lines indicate the 957 confidence
interval for the pretreatment
regression.

on the lee side of
of peak accumulation
of the streamgage
instrument shelter is visible in the
background.

Figure 6. Snowdrift
the fence at time
in 1985. The top



suggesting that no significant transport
escaped the main snow fence.

Snowmelt discharge on the snow-fenced
watershed was computed as total annual
streamflow minus any rainstorm runoff
occurring after the first cessation of
flows On the control watershed, snowmelt
discharge was calculated as total
streamflow from the first to the last day
of snowmelt surface runoff, minus mean
base flow for the interval.

Snowmelt discharge was 232% of that
predicted by the pretreatment regression
the first year, and 242% the second vear
(Figure 7), both exceeding the 99% con-
fidence limits for the pretreatment rela-
tionship. The fact that the 1377 average
increase in streamflow has been greater
than the percentage increase (58%) in snow
water—-equivalent volume suggests a higher
efficiency of water yield from the addi-
tional snow caught by the fence. The
ratio of the increase in streamflow to the

4 STRATTON STUDY AREA WATERSHEDS
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Figure 7. Annual snowmelt discharge on
the snow—-fenced watershed in relation
to that on the control (Loco Creek).
The pretreatment regression is shown as
a solid line, with dotted curves indi-
cating the 95% confidence interval.

increase in water—equivalent snow storage
was 0.78 in 1984, and 0.92 in 1985,
suggesting an average yield efficiency of
85%. This high efficiency is attributed
to the fact that soil water recharge
requirements are satisfied independently
of the additional snow, and that evapora-
tion losses are velatively small during
the extended melt period. It is possible

to estimate overall yield efficiency of
the fence drift by subtracting flow
through the flume above the snow-fenced
channel section from total watershed
discharge, and comparing this volume with
water—equivalent snow storage. In 1984
the efficiency calculated in this manner
was 447, and in 1985 it was 42%. These
values are consistent with the evaporation
losses from snowdrifts reported by Rechard
(1975), suggesting that other conveyance
losses were small.

If streamflow continues to average 237%
of pre-fencing levels, annual water yield
would be3increased by an average of
28,200 m~ (22.9 acre-ft). The fence
construction cost (including site prepara-
tion) was $59.25 per lineal meter, for a
total of $47,390. 1In order to amortize
the initial construction cost of the fence
over the anticipated life of 25 years, the
value of the incrgased water would have to
be $0.06721 per m~ ($83 per acre-ft).

Flow duration on the fenced watershed
was extended 19 days in 1984, and 18 days
in 1985, based on the pretreatment rela-
tionship with the control watershed
(Figure 8). Observed values exceeded the
95% confidence limits for the pretreatment
relationship.

CONTRAST WITH AN EARLIER SNOW FENCE TEST

The dramatic streamflow effects of the
North Draw snow fence contrast markedly
with those from an earlier paired
watershed test of snow fences conducted on
Pole Mountain about 30 km east of Laramie,
Wyoming. Located at 41° 15'N, 105° 21'W,
at an elevation of about 2450 m, weather
conditions were similar to those on the
Stratton Study Area, except winter pnreci-
pitation averaged about 15 cm. More
importantly, however, the Pole Mountain
soils are coarse and extremely permeable,
being derived from Sherman granite. High
infiltration rates and a deen zone of
fractured rock result in very little sur-
face runoff from snowmelt. After two
small watersheds had been calibrated for 7
years (1963-1969), a 3.8-m—tall snow
fence, 396 m long, was built on a 45-ha
watershed in 1970. The second watershed,
36 ha in size, remained untreated. The
design of the snow fence treatment
(Tabler, 1971) was based on the same



e o BEFORE FENCING: Y = 1.27X - 43.4 3 ( = .99

5200 L » AFTER FENCING

]

—

<

k 3

Q

w

8]

g 1se |

W

z

o

w

W

o

5

T 180 |

-

|

W

z E

S ] "\ 8.95 CONFIDENCE INTERVAL

I} -

w SB |

[=]

=

<

a

=

5]

< o

- [} AP AR [P B
] 5] 100 150 280

LLAST DAY OF SNOWMELT RUNOFF ON LOCO CREEK
Figure 8. Last day of snowmelt runoff on

the snow-fenced watershed (North Draw),
versus that on the control (Loco
Creek). The pretreatment regression is
shown as a solid line, with dotted cur-
ves indicating the 95% confidence
interval.

reasoning used for the North Draw feace,
and eventually led to the development of
Equation (1). This snow fence also was
planned to augment snow deposition in the
stream channel immediately above the
streamgage, and was located about 20 m
upwind from the channel centerline to
ninimize snowmelt conveyance losses.

Snow accumulation and streamflow were
nmonitored for 4 years after treatment and
then the study was discontinued in 1974.
Although snow accumulation on the
vatershed approximately doubled .after the
fence was built (Figure 9), there was no
significant increase in snowmelt discharge
because all melt water percolated to such
depth that it was not intercepted by the
streamgage (Figure 10). Although the
increased snow accumulation must have had
some effect on groundwater, the treatment
failed to increase local surface
discharge. This comparison demonstrates
that edaphic and geologic characteristics
of the watershed must be considered when
designing snow fence treatments to
increase surface runoff.
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Figure 9. Water—equivalent snow pack on
the Pole Mountain snow—-fenced watershed
versus that on the control. The
pretreatment regression is shown as a
solid line, with dotted curves indi-
cating the 957 confidence interval.
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Figure 10. March~June (inclusive)
streamflow on the Pole Mountain snow-
fenced watershed, versus that on the
control. The pretreatment regression
is shown as a solid line, with dotted
curves indicating the 95% confidence
interval.

CONCLUSIONS

Although final conclusions must await
additional years of study, it seems cer-
tain that the snow fence has significantly
increased both quaatity and duration of
streamflow on North Draw watershed.
Results the first 2 years after fencing
indicate that the method and criteria used
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to design the treatment were entirely
satisfactory. Although the geology of
North Draw watershed is probably ideal for
realizing maximum benefits from this form
of snowpack management, even larger
increases in water yield are possible in
areas having more snow transport, less
natural snow storage capacity, or where
longer fences can be built. Properly
designed snow fence treatments appear to
be a viable means of augmenting water
supplies on windswept lands.
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SURVEY OF EXPERIENCE
IN OPERATING HYDROELECTRIC PROJECTS IN COLD REGIORS

Eugene J. Gemperline, David S. Louie, H. Wayne Colemanl!

ABSTRACT : In response to operational and other oganizations 1located in Canada,
environmental concerns, a literature northern states in the United States,
review, mailed survey and site visit have Europe, and Asia. The questions asked
been made to evaluate the procedures concerned ice management policies in use or
adopted by operators of hydroelectric being adopted, for operations or environ-
projects in cold regions similar to the mental purposes. The results of the survey
Susitna Hydroelectric Project site. Four are presented and discussed. Additionally,
specific areas were addressed and are a site visit was made and discussions were
discussed in this paper. held with operators of an existing hydro-
power utility in Canada and an agency
° Reservoir and powerhouse operating concerned with the operation. A summary of
procedures to mitigate ice jam related the results of those discussions is
flooding, included.
(Key Terms: Cold Regions Hydrology,
° The effects of reservoir ice cover and Hydroelectric Projects, Experience Survey,
bank ice on animal crossing, River Ice, Environmental Impacts, Reservoir

Ice Cover.)
Management of reservoir ice cover to
control <cracking and the associated INTRODUCTION
danger to animals, and
The Susitna Hydroelectric Project is

° Bank erosion resulting from reservoir being proposed by the Alaska Power
and river ice movement. The effect of Authority to meet projected electrical
this movement on suspended sediment and energy demands in the Alaska Railbelt in
turbidity levels., the 2lst century. The project would con-

sist of two dams, powerhouses and appur-

Ice-related flooding is a major concern in tenant facilities, to be built in three

cold regions and several comprehensive stages on the Susitna River about midway

manuals have been published by concerned between the principal 1load centers of
organizations. Summaries of the subjects Anchorage and Fairbanks. The upstream dam
covered in these documents are presented. (Watana) would be an earth and rockfill

In order to obtain more specific structure about 270 m high having a six

information on operating hydroelectric unit powerhouse capable of generating

projects, a mail survey was conducted. 1,110 MW at a flow of 650 m3/s. The

Questionnaires were sent to hydropower downstream project would be located 52 km

utilities, water supply utilities, federal below Watana at the Devil Canyon site and

and state agencies for the environment, would be a thin concrete arch having a

universities, research organizations, and height of 197 m and capability of 680 MW

1Respectively, Manager Hydrologic and Hydraulic Studies, Harza-Ebasco Susitna Joint

Venture, 711 H St, Anchorage, Alaska 99501; Chief Hydraulic Engineer, Harza
Engineering Co.; Section Head, Hydraulic Design and Analysis, Harza Engineering Co.,
150 S. Wacker Dr., Chicago, Illinois 60606, '
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at a flow of 430m3/s,
turbine/generator units.
The Watana dam would be built in two
stages. In the first stage the dam would
be raised to 56m below its final height
and four of the six units installed in the
powerhouse. This would become operational
in 1999. The second stage of the project
would be the construction of the Devil
Canyon dam and powerhouse. This would
become operational in 2005. 1In the final

through four

stage, the Watana dam would be raised to
its full height and the powerhouse
completed. The average annual generation
from the final project would be 6,900
gwh.

The project 1is located in the cold
region of south-central Alaska. Air
temperatures in the region are Dbelow

freezing for seven months (October- April)
and the river is subject to 1ice cover
during this entire period. River flows
during this period are normally low, but
proposed project operation would result in
much higher winter flows. The river ice
regime would be altered due to both flow

and temperature effects induced by the
reservoir. Additionally, a large reach of
the river to be impounded by the

reservoirs (approximately 130 km) would be
covered by a stable but large ice sheet as
compared to the normal river ice cover
composed of frazil pans and frozen slush.

As a result of these effects there was
concern that wildlife inhabiting the basin
area and anadromous fish (salmon) in the
river downstream of Devil Canyon would be
affected. Therefore, a series of hydrolo-
gic and hydraulic studies were undertaken
to estimate the effects of project
construction and operation on the river to
aid biologists in their 1impact assess—
ments. These included studies of project
operation (Wu, et.al., 1986), studies of
reservoir water quality including tempera-
ture, ice cover and suspended sediment
(Wei and Hamblin, 1986), river tempera-
tures for open water reaches of the river
downstream of the dams (AEIDC 1983) and
river ice processes (Paschke and Coleman
1986). A more complete description of the
project, basin, river and the hydrologic
studies 1is contained in a paper by
Gemperline (1986).

In addition, there were several aspects
of the proposed project's effects, beyond
the scope of model studies, which were
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addressed by a survey of experience 1in
operating hydroelectric projects in cold
regions. These concerns dealt with the
effect of the reservoir 1ice cover on
animals crossing the reservoir; the effect
of potential powerhouse operation on the
stability of the downstream ice cover, and
the effect of ice cover on reservoir and
river bank erosion.

The experience survey was carried out
in three parts. In the first part a
literature review was made of several ice
management and ice engineering manuals
compiled by U.S. and Canadian agencies.
In the second part, a concise set of
questions was developed and mailed to
hydroelectric project operators in cold
regions, environmental agencies, water
supply utilities, wuniversities, research
organizations and others who might have
information. The replies were compiled
and evaluated. Follow-up phone calls and
disussions were held which yielded
additional information, In the third part
of the study a visit was made to an
operating hydroelectric project in a cold
region. The results of the study were
documented in a report (Harza-Ebasco 1985)
and integrated with the modeling studies
to determine the potential project effects
during the winter and to evaluate proposed
operating constraints.

LITERATURE REVIEW

Several organizations have published
general information and guidelines for ice
considerations in the design and operation
of hydroelectric and other projects.
These sources were reviewed:

1. Evaluation of Ice Problems Associated
with Hydroelectric Power Generation in
Alaska, Final Report to the State of
Alaska Department of Commerce and
Economic Development by J.P. Gosink
and T.E. Osterkamp, of the University
of Alaska Geophysical Institute.

The problems dealt with in this study
pertain more to energy generation than to
environmental concerns. There is discus-
sion of problems related to hanging dams
and 1ice jams which 1is of interest.
Various methods for determining the open °
water reach downstream of a reservoir are
discussed. A survey of hydropower plants



was conducted to determine potential ice-
related problems and possible solutions.

2. Course Notes for Ice Engineering on
Rivers and Lakes by the University of
Wisconsin, Madison in cooperation with
the U.S. Army Corps of Engineers, Cold
Regions Research and Engineering
Laboratory and the University of
Wisconsin Sea Grant Institute.

The course notes include articles by
leading authorities in the field of ice
engineering, dealing with:

a) formation and breakup of a river
ice cover and methods for analyz-

ing and solving associated
problems,
b) ice problems at hydroelectric

structures, and

c) mechanical properties of ice and
ice forces on structures.

The notes provide a good compendium of
potential 1ice problems and engineering
solutions. However, they do not deal with
environmental effects other than effects
of flooding on human habitation.

3. Design and Operation of Shallow River
Diversions in Cold Regions by the U.S.
Department of the Interior, Bureau of
Reclamation REC-ERC-74-19.

This report  contains information on
potential ice problems and design guide-
lines. Although the report is written for
shallow river diversions, many of the
design guidelines are applicable to hydro-
electric projects as well. The report
does mnot deal with environmental
problems. .

4, Winter Ice Jams on the Gunnison River,
by the U.S. Department of the
Interior, Bureau of Reclamation
REC~-ERC-79-4.

The report details ice jam flooding pro-
blems associated with operating projects
and methods used in an attempt to allevi-
ate the problem. The flooding affected

residents along the reach of the Gunnison
River between Blue Mesa and Taylor Park
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reservoirs. Relatjionships were developed
between ice jam location, weather condi-
tions and level of Blue Mesa Reservoir
water surface.

5. Ice Management Manual, by Ontario
Ministry of Natural Resources.

This report 1includes
dealing with chronic ice problems
including procedures for monitoring,
predicting and acting on freeze-up and
break-up ice jamming related flooding. It
includes information on conditions causing
ice jamming, explains causes and
predictive methods for break-up, lists the
data which should be collected in a
monitoring program, and assesses the
success rate of various remedial
measures.

guidelines for

6. Ice Engineering by the U.S. Army Corps
of Fngineering, BM 1110-2-1612.

This 1s a very comprehensive report summa-
rizing potential problems at all types of
civil works structures including
hydroelectric projects. The report
provides guidance for the planning,
design, construction, operation and
maintenance of 1ice control and ice
suppression measures and is used by the
Corps of BEngineers for their projects.
The manual discusses 1ice formation
processes, physical properties and
potential solutions.
7. Behavior of 1Ice Covers
Large Daily Flow
Fluctuations by Acres
Services, Ltd. for the
Flectrical Association.

Subject to
and Level
Consulting

Canadian

This report contains much valuable
information on the types of problens
encountered relative to river 1ice covers
downstream of hydroelectric projects. An
attempt was made to establish the
state~of-the-art in predicting the
stability of a river 1ice cover subject to
flow and level fluctuations. Theoretical
computations were made to establish
stability criteria for the ice cover and
to provide a means for developing
guldelines for flow and level fluctuations
to prevent ice cover break-up. The study
concludes that:



", ..generalized criteria do not exist
at present, and ‘designs cannot be
prepared for many cases of 1ice
structure, or shoreline, interaction."

The report concludes that exteansive labo-
ratory and field studies are necessary
before a generally applicable model can be
formulated and that the guidelines pre-
sented in the manual can be used to
establish that field program. Site speci-
fic studies would also be required.

8. Reservoir Bank Erosion Caused and
Affected by Ice Cover by Lawrence
Gatto for the U.S. Ammy Corps of
Engineers Cold Regions Research and

Engineering Laboratory (Special Report
82-31).

This report describes a survey of reser-
voir bank erosion problems at various
places throughout the world and provides a
reference list. Many photographs of
existing installations are presented.
Criteria for various types of erosion are
presented.

9. Proceedings of the Ice Management
Seminar, January 30, 1980, London,
Ontario by the Ministry of Natural
Resources, Southwestern Region,

London, Ontario.

This report provides the experience of
many Canadian and U.S. experts in the
field of ice management and control. Its
scope is similar to Ice Engineering by the
U.S. Army Corp of Engineers (6. above) and
course notes for Ice Engineering on Rivers
and Lakes (2. above).

Additionally, many articles available
in the general literature were consulted.
Some of these were provided by partici-
pants in the mail survey described later.

MAIL SURVEY

A mail survey was conducted to
determine the experience of operators of
hydroelectric projects in cold regions.
The survey asked for information on the
following four subjects:

1. Procedures or operating policies used
in the control of ice levels in rivers

downstream and upstream of dams and
hydropower plants caused by environ-
mental water releases and power
generating flow fluctuations in order
to minimize the formation of ice jams
and more importantly to minimize the
associated flooding.

2. Environmental impact on terrestrial
animals such as caribou, elk, bear,
moose, etc., due to the formation of

ice on wet reservoir banks exposed by
reservoir drawdown or due to reservoir
surface ice which has broken up at the
banks. This ice may cause the animals
to lose their footing and slip into
the reservoir, resulting in injuries
or drownings. What procedures, if
any, have been taken to minimize this
hazard?

3. The method of reservoir fluctuation
management or precautions wused in
order to control the width of opening
and pattern of crack development in
the ice sheet such that after snowfall
with cracks covered, the traversing
animals would not fall into and be
trapped in the cracks.

4. Problems of bank erosion caused by
break-up and movement of ice resulting
in increase of sediment in the reser-
voir and 1in the river downstrean.
What 1is the permissible degree of
turbidity in parts per million or its

equivalent that 1is acceptable for
aquatic life such as salmon, trout,
etc.?

The questionnaires were sent to hydro-
power and water supply utilities; federal
and state agencies for the enviromment,
fish, wildlife, natural resources, energy,
and 1inland waterways; universities;
research organizations; and engineering
companies located in each of the Canadian

provinces and northern states 1in the
United States, Europe and Asia, involved
in 1ice engineering, and also selected
concerned <c¢itizen groups. After a
reasonable time lapse, follow-up letters
Wwere sent to some non-respondents., During
the process of compiling the replies,

telephone contacts were made in an attempt
to clarify certain points.
Over 160 letters and telexes or cables



were sent to various organizations
throughout the world, of which over 80
replies were received - 50%. This is

considered a good response.

The replies were carefully reviewed and
those that addressed the question(s) were
tabulated; the rest of the respondents
normally stated that nothing i1s known
about the queried subject. Technical
information in the replies was quite
sparse although many respondents sent
papers and manuals. Many respondents
suggested names of persons and
organizations to contact. In general,
these suggestions were followed through.
The following is a summary of the replies,
organized by question.

Question No l. - Reservoir Operating
Procedures to Mitigate Ice Jam Related

Flooding:

1. During freeze-up it is important that
powerhouse discharges remain relative-
ly high until a stable ice cover is
formed, in the downstream river, at a
high enough stage and of sufficient
thickness and strength to allow full

flexibility of discharge throughout
the winter. Thereafter, the outflow
may be reduced as required. This

action permits the water to flow free-
ly under the ice cover. When short
term increased discharge is necessary,
it should not exceed the discharge at
ice cover formation wuntil the ice
cover has had a chance to strengthen
as a result of heat loss and comsoli-

dation of 1ice Dblocks forming the
initial cover. The consequences of
increasing discharge over that at

cover formation are the lifting of the
ice cover, and a tendency to cause ice
build-up. The ice build-up or hanging
ice could result 1in increased back-
water and ice jams during the break-up

period.
2. During ice cover formation, the rate
of freezing is monitored, and daily

discharge is kept as constant as pos-
sible to reduce ice shoves at the
leading edge of the ice cover and
minimize flooding. If shoving should
occur and water stage should increase,
the discharge is moderated to reduce
the hazards.

67

4,

British Columbia Hydro attempts to
coordinate ice break-up of the Peace
River with the various tributaries on
its river system. However, the timing
and rate of break-up depend primarily
on prevailing weather conditions and
spring freshet flood peaks from the
tributaries, and cannot be controlled
at the dam. Therefore, extensive field
observation posts at various stations
have been established to monitor ice
conditions. Where necessary and fea-
sible, operations were modified in
order to minimize hazards.

Each plant in the Manitoba Hydro
system 1s assocliated with a unique set
of operating policies. These policies
are usually established out of concern
for the environment, but also with
recognition of a preferred mode of
operation for power production pur-
poses. Attempts to mitigate effects
of flooding, etc. are made. If damage
should occur, compensation procedures
are adopted.

Ontario Hydro states that operational
procedures at dams and hydroplants are
still primarily based on operator's
experience Dbecause the necessary
understanding of ice jams is still not
available.

Most respondents state that no
attempts have been made to control ice
levels to affect 1ice jamming or
flooding.

Some respondents state that they have
no written operating policy. Water
levels are not regulated with effects
on wildlife in mind, but only with the
intent of providing required power
generation or adequate water supplies
for the users. Potential downstream
effects at many of these sites are
generally negligible because of sparse
population or wildlife.

In other cases, operational con-
straints are employed to prevent the
formation of hanging dams downstream
of a hydro project or to reduce water
levels upstream of the hanging dan
after it forms. Hanging dams may
result in high water levels which can



reduce the plant generating capacity,
endanger the powerhouse, or result in

flooding of areas adjacent to the
river. These types of constraints
include:

o Inducing an early ice cover on the
river wupstream of known sites of
hanging dams, by artificial means
such as ice booms or other obstruc-—
tions. When an ice cover forms,
frazil ice production stops and the

hanging dams, which result from
frazil accumulation, are
minimized.

o Inducing an early ice cover on the
river by keeping powerhouse dis-
charges low while the ice cover
forms. This may result in more
rapid ice cover advance, preventing
further frazil production. After
the ice cover is formed, powerhouse
discharges can be increased.

o Preventing ice cover formation in
sensitive areas by fluctuating
discharges, continually breaking up
the 1ice cover and keeping it
downstream. This may result in
higher water 1levels further
downstream, but lower water levels
in sensitive areas.

o Reducing discharges after a hanging
dam forms in order to reduce water
levels upstream of the hanging dam.

9. The Canadian Electrical Association
and many plant operators indicated
that powerhouse operations during the
winter to maintain a stable cover
would be site specific and require
operating experience over a number of
years. Reservoir discharge, climate
conditions, channel morphology, and
water temperature are all variables
which must be considered.

Question No. 2. — Ice on Reservoir Banks:

In general, all organizationms take no
specific actions on their reservoirs to
alter the state of ice on reservoir banks
for wildlife safety reasons. Two organi-
zations indicated sporadic cases of deer
drowning within ice covered drawdown zones

but have no quantitative or documented
information. Others reported no known
problems with animal injuries or drowning
as a result of reservoir drawdownm.
Vattenfall (The Swedish State Power
Board) reports some potential problems
related to the need for reindeer to pass
regulated rivers have been discussed when
planning for new hydro power stations and
in some cases the Power Board has con-

structed special reindeer bridges where
"natural crossings” cannot be used
anymore.

The Union Water Power Company reports,
"The nature of reservolr freezing during
drawdown does mnot allow wet reservoir
banks to .exist. The drawdown is gradual
thus allowing solid freezing of the water.
There are no exposed areas where an animal
would become entrapped in a combination of
wet mire and reservoir ice. At the time
of freezing, the reservoir ice has formed
sufficiently to support the weight of
animals.”

The United States Fish and Wildlife
Service reports "There is the potential,
if reservoirs freeze, for terrestial
animals to become stranded on ice and
become easy prey to predators. Animal
loss can be prevented by predator control,
fencing of reservoirs and providing access
to winter feeding areas away from iced
surfaces.”

Question No. 3. - Reservoir Management for

Ice Crack Control:

All respondents except one state that
no procedures are used to control cracks
in reservoir ice that might be a hazard to
animals. Also, most stated that no known
problems with animals falling in cracks or
openings along reservoirs have been docu-
mented. Many routes for migratory species
do not cross existing reservoirs. Appar-
ently, this is coincidental and not by
choice of design because many of the
reservoirs were in place prior to public
awareness of environmental problems.

Kennebec Water Power Co., Maine states
"In Maine, most large animals stay off the
ice as they are unable to maintain mobil-
ity - especially the hooved animals.”

At the Lucky Peak Dam, an irrigation
and flood control structure in Idaho, many
deer drownings occurred between its
construction in 1956 and the institution



of measures to minimize the problem. The
reservoir is reportedly in a major migra-
tion path and, up until about 10 ago, as
many as 150-175 deer per year would drown
in the reservoir. This was apparently
caused by the animals crossing the reser-
voir when the ice cover was still thin.
Pockets of wunsupported 1ice or cracks
apparently formed in the ice cover as the
reservoir was being drawn down. Deer
stepping on these areas would fall through
the cover. Later, when the 1ice cover
thickened, the problem ceased. The reser-
voir 18 now maintained at a stable level

during cover formation to prevent the
formation of these <cracks or pockets.
Deer drownings have reportedly been

reduced to 5-10 animals per year.

At the Blue Mesa Reservoir in Colorado
there has been one major incident of elk
drowning during recent years. The exact
cause is not known. However it appears,
from the location where the elk were
found, that they may have fallen through
thin ice at the edge of the reservoir when
the cover was first forming. It also
appears that the elk do not normally
travel on the reservoir and were there
because of any of a number of reasons
including a harsh winter and poaching
hunters. The elk had apparently travelled
at least a mile on the ice. The Blue Mesa
Reservoir normally draws down continually
through the winter by 40 to 100 feet. No
measures have been instituted to control
ice cover formation. Isolated instances
of animals being trapped on the ice do
occur and rescues have been made.

At the Revelstoke Hydrolectric Project
in British Columbia, moose cross the im-
poundment ice with no apparent reluctance
or difficulty when it is stable and gener-
ally avoid crossing when it is not. Many
observations at this reservoir confirm
that in almost all cases moose.can climb
out of the reservoir onto the 1ice after
falling through weak spots. No ice relat-
ed caribou mortalities have been noted at
the Revelstoke Project. Woodland caribou
readily cross the reservoir during the
vinter when ice conditions permit, indi-
vidually or in groups of up to 20 animals

Question No. 4 - Bank Erosion Due to Ice
Movement :

The answers to this question dealt mostly
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with the question of turbidity and not
bank erosion. The report by Gatto (1982)

was found to be the best source of
information on bank erosion. Regarding
turbidity, permissible levels are diffi-

cult to define and vary from province to
province in Canada and from state to state
in the U.S. Usually the levels are set
for drinking water standards or human
recreation standards and seldom for aqua-
tic life.

The province of Ontario does not permit
Secchi disc readings to change by more
than 10%. Alberta's objectives suggest
changes be less than 25 JTU's over
seasonal natural background levels. These
are drinking water standards.

The state of Michigan replied with
information on maximum water surface
fluctuations in impoundments for:

o cold water rivers (salmon, char, trout,
etc.) at 8'"-10" per day

o warm water rivers (bass,
etc.) at 12"-18" per day.

walleyes,

These criteria are based on experience
in the state. _

Many agencies stated that project oper-
ation results in turbidity increases over
natural conditions during spring floods
and ice movements but this is not within
design control. The increase in sediment
gives an apparent large increase in turbi-
dity. However, turbidity changes due to
project construction such as high velocity
sediment sluicing operations, are more
critical to fish. The agencies generally
concluded that operational experiences
gained each season, monitored by special-
ists, should be wused to guide future
operations.

Large amounts of bank erosion were ex-
perienced at Southern Indian Lake
(Hecky, and McCullough 1984) as a result
of wave action on an exposed permafrost
shoreline. The Southern Indian Lake water
level is nearly constant all year and the

shoreline at one level 1is continually
exposed to erosive forces from waves. The
soils at Southern Indian Lake are

predominately silty clay, with widespread
permafrost at a depth of up to 10 m. The
exposure of the permafrost to the warm
water and waves melts the ice and creates
"thermal niches" which contribute to



erosion. Soils eroded from the banks of
Southern Indian Lake tend to stay in
suspension and coatribute to high

turbidity levels because of their small
grain size and 1low settling velocity.
Additionally, the ratio of shoreline
length to volume at Southern Indian Lake
is very high compared to mnarrow deep
reservoirs such as are proposed for Watana
and Devil Canyon. Shoreline erosion which
occurred at Southern Indian Lake would be
expected to have a larger effect on
suspended sediment concentrations than at
narrow, deep reservoirs.

VISIT TO BRITISH COLUMBIA HYDRO
AND PEACE RIVER TOWN

Officials of British Columbia Hydro in
Vancouver and Alberta Environment in Peace
River Town were visited. Information was
obtained on operating policies of the
W.A.C. Bennett and Peace Canyon Project
and records of the flooding of Peace River
Town which was related to wintertime oper-
ations of B.C. Hydro's upstream projects.

Conclusions regarding the effect of the
Portage Mountain Development on Peace
River ice conditions, are as follows:

l. Freeze-up staging on the order of
several meters can result from
consolidation of an ice front
following severe flow fluctuations

from a load following power plant.

2. This consolidation and associated
staging can extend over a range of
100~-150 km.

3. Such consolidations occur naturally to
some extent, but can be more frequent
and of greater magnitude with the
higher winter power flows and if flow
is fluctuated.

4. An important aspect of the freeze-up
staging 1is flow surge from water
released from storage under a
backwater profile following consolida-
tion of an ice front, resulting in
unsteady flows which may be 1.5-2.0
times the steady flow.

5. The generally accepted procedure for
operation in the wvicinity of a
sensitive area, 1is to maintain steady,
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high power discharge while the ice
front is passing through the area.
Once the front is well upstream, and a
competent cover has developed, which
period may be 1-2 weeks depending on
the air temperatures, load following
operations can resume. The ice fromt
is always subject to consolidation,
but the sensitive area will be safe if
the front is far enough upstream.

Break-up consolidation and jamming is
much less controllable. Factors other

than power releases can be more
important, such as development of
intervening flow from snowmelt,

effects of tributaries, and rate of

warming of air temperatures.

On the Peace River, the procedure on
break-up seems to be to provide high,
fluctuating flows as far as possible

in non-sensitive areas. When
approaching a sensitive area, it is
desirable to reduce flow and hold

steady until the front is downstrean
of the sensitive area.

SUMMARY AND CONCLUSIONS
conclusions of this study are:

Reservoir operating procedures which
are in wuse at other projects to
mitigate downstream ice jam related
flooding include:

a) Establishment of a stable ice
cover on the downstream river
early 1in the season during
freeze-up. The ice cover should
be high enough and strong enough
to allow full flexibility of
discharges throughout winter.

b) Operational procedures may also be
employed to prevent hanging dams.
These include inducing an early
ice cover on the river upstream of
known sites by artificial means,
or by keeping powerhouse dis-
charges low while the cover forms.
Hanging dams may also be prevented
in sensitive areas by fluctuating
discharge to keep the ice cover
broken up and downstream of the
area.



¢) Measures to prevent release of ice
from the reservoir to the river
downstrean. This ice, 1if released,
could contribute to jamming
downs tream.

The Canadian Electrical Association
and many plant operators indicated that
powerhouse operations during the winter to
maintain a stable cover would be site
specific and require operating experience
over a number of years. Reservoir
discharge, climatic conditions, channel
- morphology, and water temperature are all
variables which must be considered.

2. All respondents to the mail survey
state that their organizations take no
specific actions on their reservoirs
to alter the state of ice on reservoir
banks for wildlife safety reasons.

The Power Board in Sweden has provided
reindeer bridges where "natural crossings”
cannot be used. Two organizations indi-
cated sporadic cases of deer drowning
vithin ice-covered drawdown zones but have
no quantitative or documented information.
Usually, in Canadian provinces, animals
have returned and crossed the reservoir
prior to ice break-up. Others reported no
problem of a similar nature. It was also
noted that the freeze-up and break-up
periods are dangerous times to cross the
natural river.

3. All respondents except one state that
their organizations take no actions to
control cracks in reservoir ice cover
that might be a hazard to animals.

A policy has been instituted at Lucky
Peak Dam to minimize drownings of deer.
This includes keeping the reservoir water
level stable during the initial -ice cover
formation period, to prevent cracks or
pockets of unsupported ice. Reservoir
drawdown to required spring levels for
flood control is accomplished either
before initial ice cover formation, or
after the cover has thickened sufficiently
that the unsupported areas would be less
of a hazard.

4. The report by L. Gatto (1982) indi-
cates that local bank erosion can be
expected in reservoirs which drawdown

continually in the winter. This is
generally limited to the period during
ice cover melt out when winds may blow
the d1ice cover against the exposed
banks. This would result in 1local
increases in suspended sediments but
would not affect the overall sediment
load of the outflow significantly.
Some erosion of bank material and
vegetation removal also occurs in
reservoirs with ice covers continually
at one 1level because of thermal
expansion and wind force induced "ice
push” of the stable ice cover.
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HYDROLOGY AND HYDRAULIC STUDIES
FOR LICENRSING OF THE SUSITNA HYDROELECTRIC PROJECT

Eugene J. Gemperline1

ABSTRACT: The planning for and licensing
of a major hydroelectric project require
many hydrologic and Thydraulic studies.
These range from observations of existing
conditions in the watershed, to estimates
of project related effects on water use,
vater quality and impacts on the eco-
system, The number and breadth of these
studies for a project located in a cold
region is discussed. Examples of analyses
used to predict changes to plants and
animals resulting from the construction and
operation of this major hydroelectric
facility are presented, Hydrologic con-
. siderations in the design and operation of
such a facility which are additional to
considerations in a more temperate zone are
included. For example, the effects of
glaciers on streamflow and on sediment and
the effects of ice on river stage and
reservoir heat transfer are topics which

are not addressed 1in temperate region
hydro-projects. Evaluation of such a
development in a cold region, therefore,

requires the coordinated efforts of
hydrologists, hydraulic engineers, fishery,
vildlife and plant biologists.

(Rey Terms: Cold Regions Hydrology, Hydro-
electric Projects, Licensing, Environmental
Impacts, Alaska Railbelt.)

INTRODUCTION
Project Description
The Susitna Hydroelectric Project has

been proposed by the Alaska Power Authority
to provide for the projected electrical

IManager, Hydrologic and Hydraulic Studies,

energy needs of the Railbelt region in the
21st century, The Railbelt region is the
area of southcentral Alaska extending from
Homer at the southern tip of the Renai
Peninsula to Fairbanks and including the
large metropolitan area of Anchorage. The
region 1is so-named because 1its principal
cities are linked by the Alaska Railroad
(Figure 1).

The project would consist of two dams,
powerhouses and appurtenant facilities, to
be 1located on the Susitna River about
midway between Anchorage and Fairbanks.
The upstream development at the Watana site
is located 296 km (184 miles) upstream of
the river's mouth at Cook Inlet. This dam
would be an earth and rockfill structure
and would be built in two stages. 1In the
initial stage the dam height would be
raised approximately 214 m (702 ft.) above
its foundation to El. 617.2 m (2,025 ft.
msl). A powerhouse with four turbine/
generator units (units) having a total
average capability of 440 MW at a discharge
of approximately 340 m3/s (12,000 cfs)
would become operational in 1999, This dam
would be raised to El. 672.1 m (2,205 ft.
msl) in the third stage of the project,
following completion of the downstream dam.
Two additional units would be added to
the powerhouse increasing the total
average generating capability of the
Watana development to 1,110 MW at
a discharge of approximately 650 m3/s
(23,000 cfs). The two additional wunits
would become operational 1in 2012. The
downstream development at the Devil Canyon
site 1is located 245 km (152  miles)

Harza-Ebasco Susitna Joint Venture, 711 H St.

Anchorage, Alaska, 99501 now at Stetson-Harza, 185 Genesee St., Utica, New York, 13501.



upstream of Cook Inlet., The dam at this
site would be a thin concrete arch
structure with a crest at El. 446 m (1463
ft. msl) 197 m (646 ft.) above its
foundation. The downstream impoundment
would extend to the upstream dam. The
powerhouse at Devil Canyon would contain
four units and have a total average
generatin% capability of 680 MW at a flow
of 430 m?/s (15,200 cfs). These units
would become operational in 2005.

The Watana dam site is located in a
broad U-shaped canyon and the Devil Canyon
dam site is located in a narrow, steeply
incised canyon. The Watana reservoir
would provide the flow regulation for its
own and the Devil Canyon powerhouses. The
Devil Canyon dam would provide little flow
regulation but would develop additional
head. The Watana reservoir would impound
5.3x10%m3 (4.3x106 ac—-ft) of water in
Stage I and 11.7x109 3 (9.5x106 ac-ft) of
water when it is raised in Stage III. The
Devil Canyon dam would impound 1.4x109 m
(1.1x106 ac-ft) of water (APA 1985).

History of Project

The proposed project is a result of a
series of reconnaissance, prefeasibility
and feasibility studies performed by
various agencies of the Federal Government
and the State of Alaska (Acres 1981). The
initial reconnaissance level work by the
U.S. Bureau of Reclamation (USBR)
identified five damsites from a list of 25
as being most appropriate for further
investigation. These sites were all
located in the river reach upstream of the
ma jor confluences with the Chulitna and
Talkeetna Rivers. These areas were
considered appropriate because the site
characteristics generally allow for high
heads to be developed and substantial flow
regulation to be achieved with dams
located 1in relatively narrow canyomns.
Additionally, dams located in this reach
would have less effect on the river’s
large anadromous fishery than dams at
downstream sites. Later studies by the
USBR, Alaska Power Administration and
H. J. Kaiser Co. for the State of Alaska
built upon the original USBR study with
some slight refinements to the site
locations. All proposed the Devil Canyon
site as the initial damsite with upstream
sites to be developed in the future. The
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U. S. Army Corps of ©Engineers (COE)
prepared comprehensive basin studies in
1975 and 1979 and proposed the damsites at
Watana and Devil Canyon as the most
appropriate. Following the COE’s 1979
study the State of Alaska formed the
Alaska Power Authority (APA) for the
purpose of planning for the power needs of
Alaska and developing the projects to meet
the needs. The APA reassessed the
previous studies and confirmed the conclu-
sions of the COE. The initial License
Application before the Federal Energy
Regulatory Commission (FERC) was filed by
the APA in 1983 (APA 1983). This applica-
tion was amended to include refinements
and staging the Watana dam (APA 1985),
The latest application has recently been

withdrawn in favor of a study of
alternative energy sources for the
region.
The Basin

The drainage basin wupstream of the

Devil Canyon site is located approximately
between latitude 62°05° and 63°40° North
and between longitude 146°10° and 149° 30
West in south central Alaska, approxi-
mately 225 km (140 miles) north-northeast
of Anchorage and 177 km (110 miles)
south-southwest of Fairbanks (Figure 1).
The drainage areas upstream from the Devil
Canyon and Watana damsites are about
15,050 and 13,400 square kilometers,
(5,810 sq. mi. and 5,180 sq. mi) respec-
tively.

The basin is geographically bounded by
the Alaska Range to the north and west,
and the Talkeetna Mountains to the south
and east. The topography is varied and
includes rugged mountainous terrain,
plateaus, broad river valleys and lakes.
Mount McKinley (El. 6,194 m) is located on
the northwest divide of the Dbasin.
Elevations within the basin upstream of
the Devil Canyon site range from approxi-
mately 260 meters above mean sea level
(850 ft, msl) at Devil Canyon site to over
2,100 meters, msl (7,000 ft. msl) near the
head reach of the Susitna River.

Approximately 5% of this ©basin is
covered by glaciers. Three major glaciers
- West Fork Susitna, East Fork Susitna and
Maclaren, exist in the Dbasin. The
landscape consists of barren bedrock
mountains, glacial till-covered plains and
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exposed bedrock cliffs in canyons and
along streams. Soils are typical of those
formed in cold, wet climates and have

developed from glacial till and out-wash.
They include the acidic, saturated, peaty
soils of poorly drained areas, the acidic
relatively infertile soils of the forest
and gravels and sands along the river.
The basin 1is generally underlain by
discontinuous permafrost.

The River

The Susitna River originates in the
East Fork and West Fork Susitna Glaciers
at an altitude of approximately 2,380 m
(7,800 ft. msl) and travels a distance of
about 512 km (318 miles) before dis-
charging into Cook Inlet. The head waters
of the Susitna River and the major upper
basin tributaries are characterized by
broad, braided, gravel flood plains below
the glaciers. Several glacierized streams
exit from beneath the glaciers before they
combine further downstream. Below the
confluence with the West Fork Susitna
River, the river develops a split-channel
configuration with numerous islands and is
generally constrained by low bluffs for
about 89 km (55 miles). The Maclaren
River, draining the Maclaren Glacier and a
few small lakes, and the non-glacial Tyone
River draining Lake Loulse and swampy
lowlands of the south-eastern part of the
basin, join the main river downstream of
Denali. Below this confluence, the river
flows west for about 155 km (96 miles)
through steep-walled canyons Dbefore
reaching the mouth of Devil Canyon. River
gradients average about 0.3 percent in a
87 km (54-mile) reach upstream of Watana,
about 0.2 percent from Watana to the
entrance of Devil Canyon and about 0.6
percent in a 19 km (12-mile) reach between
Devil Creek and the outlet of Devil
Canyon.

The Susitna River is typical of glacial
rivers with high turbid summer flow and
low, clear winter flow. The discharge
generally starts increasing during early
May. The base flows during July through
September are due to groundwater, glacial
melt and melt of long term snowpack. Peak
flows during this period are associated
with general frontal type of thunderstorm
activities. The river flow rapidly
decreases 1in October and November as the
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river freezes. The break-up generally
occurs in early May. The May through June
flows are caused by snowmelt combined with
rainfall. Melting of snow, firn and ice
from the glaciers has accounted for about
132 of the annual streamflow at Devil
Canyon. The average summer and winter
flows at a few selected stream gaging
stations are given in Table 1. Figure 1
shows the 1locations of the stream gaging
stations.

Project Operation
The project will operate by storing the

high summer flows in Watana Reservoir to
provide a' dependable source of power in

the winter for the Railbelt. The reser-
voirs will generally be full in Ilate
August or September and the Watana

Reservoir will be drawn down throughout
the winter. It will reach its lowest
level in early May and begin to fill as
river flows increase from snowmelt and
rainfall. Filling will continue
throughout summer wuntil the water Ilevel
reaches its normal maximum Ilevel. This
can occur as early as late June in a wet
year or as late as early September in a
dry year.

When the reservoir is full, inflow in
excess of power and envirommental flow
requirements mnust be released. High
inflows in July and August may often
exceed these requirements resulting in the
need to release flows through outlet works
to prevent the reservoir water level from
encroaching on dam safety requirements,
Table 1 compares natural and with-project
flows for the Susitna River at Gold Creek
for summer (May - September) and winter
(October - April) periods based on 34
years of record and simulations of project
operation (Wu et. al. 1986). Gold Creek
is 26 km (16 miles) downstream of the
Devil Canyon site and is the location at
which environmental flow requirements will
be gaged. There are no major tributaries
between the damsites and Gold Creek.

Average monthly flows and floods during
Stage I, II, and early Stage III would be
similar. Energy demands are projected to
increase in late Stage III and the summer
flows would decrease accordingly.

Flood peak discharges would also be
reduced due to the storage capacity of the

Watana Reservoir as shown by Table 2.



Summer (May -~ Sept) Winter (Oct - Apr)
Susitna River Drainage Stages Stage Stages Stage
Gaging Station Area Natural I, 11 111 Natural I, II ITI
(Sq. km)
Near Denali 2,460 179 179 179 11.7 11.7 11.7
Near Cantwell 10,700 365 365 365 37.8 37.8 37.8
At Gold Creek 16,000 572 374 285 64.1 207 271
At Sunshine 28,700 1,380 1,180 1,090 153 296 360
At Susitna Station 50,200 2,680 2,480 2,390 354 497 561
Table 1. Average Summer and Winter Flows (m3/s) at Selected Stream Gaging Stations for
Natural and With-Project Conditions
Return Naturall/ Gold Creek Sunshine
Period Gold
(Years) Creek Sunshine| Stages I, I12/ Stage 111y Stages I, II Stage I1IL
2 1,360 4,050 1,030 626 3,650 2,970
5 1,790 4,700 1,220 844 4,190 3,430
10 2,090 5,180 1,250 968 4,560 3,770
25 2,470 5,670 1,270 1,080 4,930 4,160
50 2,770 6,060 1,320 1,210 5,270 4,500

Table 2. Natural and With-Project Floods Susitna River (m3/s)

Y Annual series, occurs in May - June at Gold Creek and July - September at Sunshine.

Y July - September series.

Under natural conditions the highest peak floods occur in
June as a result of snowmelt and precipitation runoff.

Regulation of floods by the

reservoir will delay the highest floods until the July - September period except in

late Stage I1I.

In late Stage III regulation by the project will be so large that

July - September floods will be less than those in June.

Overview of Hydrologic Studies

The planning for and 1licensing of a
major hydroelectric project require many
hydrologic and hydraulic studies. The
initial requirement, during the
reconnaissance level studies, is for a
reasonable estimation of streamflow
quantity, time distribution and
reliability. As the need for the project
increases and the proposed sites must be

. screened to develop plans worthy of more
detailed and costly investigation, the
" scope of the hydrologic studies must also
. increase. More accurate knowledge of
flows is required in these prefeasibility
" level studies and potential project
effects on the ecosystem must be more
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accurately evaluated. For the feasibility
and licensing level of work, the selected
development will be compared to other
projects on the bases of economic and
engineering feasibility and environmental
impacts. For a large, capital intensive
project located in an ecologically sensi-
tive area to survive comparison against
smaller, less capital intensive projects
with less visible environmental impacts
requires accurate determination of the
hydrologic resource available to produce
energy and comprehensive studies of how
project operation will affect the environ-
ment .

During feasibility and licensing of the
project, hydrologic studies are carried
out for three purposes: one, to develop



information on flows required to judge the
project economics; two, to develop
information necessary for the planning and
preliminary design of project structures;
and, three, to estimate potential project
effects on the water resource and
resulting impacts to humans, animals and
plants which use the water.

From an engineering or project design
standpoint there are many hydrologic
considerations. The most important is the
time distribution and reliability of river
inflow and how this affects the need for
active storage capacity in the reservoir.
This was a factor in the selection of
possible dam sites and in the scheduling
of Watana dam construction ahead of Devil
Canyon.

Other Thydrologic considerations in
design were the potential for glacial
outbreak floods and the influence of mass
glacial wasting on streamflows. The
location of the project in a cold region
with its great variation in summer and
winter streamflows, the importance of
snowmelt and glacier melt and the presence
of glaciers which could surge or -cause
jokulhlaups has resulted in studies which
would not be carried out in a more
temperate climatic region.

The proposed project 1is 1located in a
wilderness 1like area on a stream which
supports a diverse anadromous fishery in a
basin which contains much wildlife. The
potential for affecting this ecosystem is
an important issue and 1is addressed
primarily by hydrologic and hydraulic
studies coordinated with biologic studies.
Such factors as the project influence on
downstream flows, water temperature,
sediment concentration, river ice regime,
and dissolved gas concentration have been
evaluated in great detail with hydrologic
and hydraulic studies and have influenced
the proposed project design and operation.
Again, the breadth of these studies is
larger in a cold region than in a more
southerly area because of the occurrence
of dice on the river and proposed
reservoir, and its affect on water levels,
river and reservoir temperatures.

Hydrologic studies will not end with
project licensing. In fact, they will
likely increase as project operators and
fish and wildlife agencies seek to use the
water resource to greater advantage.
Efforts will be made to forecast reservoir
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inflows (Hydex, 1985). Project effects on

temperature, ice, sediment, etc. will be
monitored and predictions made during
licensing will be refined. Effects on

fish and wildlife will be observed.
Fnergy demand growth, now just a predic-
tion, will occur. Project operation will
need to be modified to meet the need for
energy and to preserve and enhance the
environment.

HYDROLOGIC STUDIES FOR PROJECT BCONOMICS

The hydrologic studies required to
evaluate project economics center on three
subjects: one, the quantity of flow in
the river, two, the distribution of this
fiow throughout the year, and three, the
reliability of this flow from year to
year. These three factors along with the
topographic features of. a reservoir site
(depth, volume, surface area) determine
the average energy which can be generated,
the reliable or firm energy, the amount of

storage which must be provided in the
reservoir and the manner of reservolr
operation. The location of the Susitna

Project in a cold region influences the
three parameters.

The first parameter, average quantity
of flow, 1is a function of precipitation,
evaporation and transpiration since, over
the long term, runoff must equal precipi-
tation minus the other losses. This is
largely controlled by the basins' geo-
graphic location, topography and 1large
scale weather patterns. The main influ-
ences on the quantity of flow due to the
cold climate, which are different than in
a more temperate climate, would be the
effects on evaporation and transpiration
losses.

For the Susitna Project the estimation
of streamflow quantities was relatively
simple. The U.S. Geological Survey has
collected streamflow information at a site
near the proposed project since the
potential project was first considered.
Thus, thirty-four years of flow data are
available (USGS, 1949-1984). These values
were transposed to the project site using
multi-site regression analyses (Harza-
Ebasco 1985a).

While its location in a cold region may
not affect the quantity of flow, the
location does affect the distribution of
flow within the year and the reliability



of flow from year to year. The location
of the energy demand centers in a cold
region also affects the demand for the
power over a year and thus affects the
project operation. In a warmer climate,
such as in some areas of the 48 contiguous
U.S. states, summer temperatures are
typically hot enough to require air
conditioning. These areas may experience
their highest electrical energy demands in
the summer. In contrast, the Alaska
Railbelt has mild summers not requiring
air conditioning. Winters are cold, long,
and relatively dark resulting in highest
electrical energy demands in December and
January. This pattern of energy consump-
tion is expected to continue in the future
and contrasts with the pattern of stream-
flows.

The 1long period of subfreezing air
temperature (October - April) results in
extreme differences between summer (May -
September) and winter streamflows.
Average summer streamflows are 470 m3/s
cfs compared to average winter flows of
approximately 53 m3/s. Therefore, the
Watana Reservoir must provide an active
storage equal to 0.6 of the average annual
inflow in order to provide a dependable
capacity equivalent to 211 m3/s in the
vinter of a very dry year. While the

extreme seasonal distribution of inflow
results in the requirement of a large
storage capacity, other factors offset
this. These are the minimal net
evaporative loss from the reservoir

surface and the presence of glaciers and
occurrence of long term snow pack. In

effect, the river streamflow is regulated
by the glaciers and snowpack. Studies
wvere undertaken to estimate the net

difference between evaporation from the

reservoir surface and evapotranspiration
from the same area under natural
conditions (Harza-Fbasco 1985a). These

established that net loss of water would
be less than 0.1%Z of the annual inflow.
Thus, this was not a factor in sizing the
reservoir as in warmer climates.

Studies were also made to determine how
the glaciers act to regulate streamflow
(R&M 1981, 1982, C(Clarke et.al. 1985,
Clarke, 1986). Although they cover only
5% of the basin they have a significant
regulating effect. In wet years they tend
to accumulate snowfall and in dry years
they tend to waste. A study of the mass
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balance of the glaciers was undertaken to
determine whether there were any discerni-
ble trends 1in the glacier's behavior to
indicate whether the streamflow estimates
during the 34 years of record were influ-
enced by any gain or loss of glacier mass.
These studies were, by necessity, carried
out on a reconnaissance 1level since the
only aerial photos of the glaciers in 1949
were uncontrolled, and the only controlled
photographs of the glaciers in 1980
comprised less than 5% of the glaciated
area. Additionally, a reconnaissence
level study of the glacier surface eleva-
tions was undertaken. These studies
tended to confirm that the streamflow
measurements were probably not unduly
influenced by changes in the glacier mass
(APA 1985). Studies were also made to
determine the influence on project eco-

nomics 1if the glacier melting were to
diminish (Harza-Ebasco 1985b). These
confirmed the project's viability even if
the glaciers' mass balance were to
change.

HYDROLOGIC STUDIES FOR PROJECT DESLGN

Basin hydrology
major project
reservoir size.

The most prominent hydraulic structure
in a major hydroelectric project is the
spillway or outlet works which must pass
flood flows through the project without
endangering the dam. In the Susitna
Project there are two means for passing
non-power releases. Outlet works
controlled by fixed cone valves are
planned at both dams to release all floods
up to the 50-year event. Less frequent
floods would be released through gated
overflow spillways. The outlet works are
provided so that the more frequent floods
can be discharged to the river through the
cone valves which disperse the flow over a
large area and minimize the potential for
elevated gas concentrations in the river
downs tream. High gas concentrations can
be deleterious to the fish.

Hydrologic studies included development
of the 50-year flood hydrograph for
annual, spring and fall series and routing
of these floods through the project
reservoirs. These studies established the
necessary outlet works and flood storage
capacities (Harza-FEbasco 1985c).

affects the design of
features in addition to



Project spillways were designed to pass
the Probable Maximum Flood (PMF) without
endangering the dam as set out in
guidelines of the COE and the U.S.
Committee on Large Dams (COE 1965, USCOLD
1970). Hydrologic studies 1included
estimation of the PMF hydrograph (Acres,
undated) and routing of the PMF through
the projects to establish required
spillway capacities and surcharge levels
(APA 1985).

An important factor in the PMF determi-
nation was the estimation of snowpack and
the manner of snowmelt since the PMF would
occur during the May-June period (Acres,
undated). A probability approach was
adopted to estimate the total snowpack
during the event and snowmelt was assumed
to occur in a manner to maximize runoff.

The PMF was estimated by assuming the
maximum possible precipitation concurrent
with a 1000-year snowpack and various
antecedent conditions and the runoff
routed through the basin. This 1is a
standard, accepted method. However, in a
glaciated basin, there 1is always the
potential for a jokulhlaup or flood caused
by the break-out of a glacially dammed
lake. Discharges from such occurrences
can be very high, potentially exceeding a
PMF. Therefore, a survey was made to
determine the potential for glacial dammed
lakes which might affect the project (R&M
1981). The study indicated 1little
likelihood of this.

Almost all large reservoirs are subject
to some degree of sedimentation and the
Susitna Reservoirs would be no exception.
Hydrologic studies were made to estimate
the suspended and bed load in the river
(Knott and Lipscomb 1983, 1985) and to
determine the effects on reservoir 1life
(Harza~Ebasco 1984a, 1985d). The average
annual sediment load of approximately 6.0
x 109 kg. (6.5 million tons) would require
1,400 years to fill Watana dead storage
and 2,300 years to fill the Devil Canyon
dead storage. The average suspended
sediment concentration in the inflow is
800 mg/l and is comprised of a high
percentage of very fine rock flour (27%
less than 10 microns). This is the result
of glacial weathering of underlain rock.
This material has a_ very slow settling
velocity (107% - 1073 m/sec) and much is
expected to remain in suspension in the
reservoir. The trap efficiency of the

reservoir is expected to be about 80% -
90% (APA 1985) as contrasted to reservoirs
of similar characteristics in areas with
coarser sediment which have trap
efficiencies near unity (USBR 1977). 4
mathematical model was developed, and is
described below, to more accurately
estimate the potential sediment concen-
trations downstream of the project, for
estimating impacts to fish.

Another important project feature is
the means of handling water during project
construction. The diversion facilities
will consist of tunnels to pass normal
river flows around the construction areas
and cofferdams at the upstream and down-
stream ends of the areas. These facili-
ties will be sized wusing risk/cost
analyses to minimize their cost and the
potential losses resulting from failure,
This means that cofferdam heights and
tunnel sizes will be determined for
various frequency floods to assign
probabilities to the risk of failure,
Another hydrologic consideration in
diversion tunnel design is it's elevation
relative to the streambed and the
potential for bed load material to become
trapped in the tunnel, if it is set too
low, thus reducing its capacity and
affecting the hydraulics at the tunnel
outlet. The Susitna tunnels have been
located to prevent this (Wang, et. al
1986). The diversion facilities design
must also consider the need to pass ice
and the potential for ice jam floods. The
diversion tunnel intakes at both Watana
and Devil Canyon would be located on the
outsides of bends for reasons of economy
in tunnel construction. They are thus
well located for passing incoming frazil
ice in October and November and broken ice
sheets in April and May (USBR, 1974). The
tunnel sizes are believed wide enough
(11 m.) to handle ice sheets during break-
upe. Nevertheless, careful consideration
will be given to the 1intake design, to
minimize potential jamming in this area.

Breakup jamming is also a potential
problem downstream of the diversion
tunnel. A bend in the river downstream of
the tunnel outlet may provide a site for
jamming of broken ice passed through the
tunnel. Therefore, consideration was
given to this and the downstream cofferdan
crest elevation was set to prevent over-
topping and flooding of the construction



site by water backed the
potential jam.

Other hydraulic considerations due to
the project's location in a cold region
are also primarily the result of ice. The
design of the power intake towers includes
heated floating ice booms to prevent ice
forces on the trashracks and gates. The
potential for entrainment of frazil and
broken ice in the flow through the intake
may dictate the submergence of the
operating intake below the water surface
at some times. However, as the intake has
openings at several levels this will not
preclude safe operation of the
powerhouse.

up behind

HYDROLOGIC AND HYDRAULIC STUDIES FOR
ENVIRONMENTAL IMPACT ANALYSIS

The primary environmental concern is
the potential effect of the project on the
downstream fishery. Other concerns
include the project's potential effect on
terrestrial wildlife and riparian vege-
tation. The mechanisms responsible for
the potential impacts are the proposed
project's effects on the quantity and
quality of water in the Susitna River.
The primary concerns relate to the
potential impacts on river flows, floods,
vater temperature, river ice conditionms,
suspended sediments, turbidity, and river
norphology.

Salmon utilize the peripheral areas of
the river (such as sloughs which have
favorable velocities, depths, tempera-—
tures, turbidities and substrates) for
spawning, rearing and incubation. The
amount of area available for fish use is
related to the magnitude and stability of
river flow. In conjunction with fisheries
experts, who developed models of fishery
habitat versus flow, the amount of habitat
for all stages of project opération was
estimated by simulating flows with project

operation from initial construction to
full use of project capaclty, approxi-
nately 30 years (Trihey, et. al. 1985).

Flow constraints were developed to provide
fishery habitat of equal or greater value
than natural conditions.

The quality of the water can also
affect the fishery. For example, tempera—
ture can be lethal in the extremes or can
affect fish growth. Suspended sediment
can affect fish gills. Settling of
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sediment in
intergravel

spawning beds af fect
flow through these areas.
Turbidity can provide protection from
predators and can retard production of
waterborne insects which provide food for
the fish. The hydrologic and hydraulic
evaluation of the effects of the Susitna
Project on water quality were evaluated
with a system of three models: a reser-
voir water quality model, a river tempera-
ture model and a river ice model.

Reservoir water quality was evaluated

can

using the Dynamic Reservoir Simulation
Model (DYRESM) (Imberger and Patterson,
1981). Modifications were made to the
model to handle cold regions conditions

and features of the Susitna Project
(Harza-Ebasco 1984b Wei and Hamblin 1986).
The model was modified to include:

o Formation of an ice cover on the
reservoir and winter stratification,

o Outflow from the reservoir through
multiple level offtakes, and

o Simulation of suspended sediment
including settling and the effect of
sediment on density and thus,
reservoir stratification.

This latter modification was necessary

because of the small size of inflowing
sediment and the need to estimate the
downstream sediment concentration. A

program of collection of hydrological and

meteorological data was wundertaken at
Fklutna Lake (R&M 1985b) a small,
glacially fed, lake~tap hydroelectric

project near Anchorage to provide the data
needed for development and testing of the
modifications. Upon completion of
testing, the model was applied to the
proposed sites using hydrologic and
meteorologic data collected for the
purpose at the sites (R&M 1985a). Exten-
sive studies were made, at the request of
regulatory agencies, to provide informa-
tion for evaluating impacts and to
determine the most favorable method for
operating the multi-level of ftake.
Temperatures in the river downstream of
the reservoirs were evaluated using the
Stream Network Temperature Model (Theurer,
et. al. 1984), drivem by output from
DYRESM. The modeled reach extended from
the Watana and Devil Canyon dam faces to



Sunshine, 23 km (14 miles) downstream of
the confluence with the Chulitna River a
distance of about 160 km (100 miles). The
potential for lethal temperatures to occur
was found to not be a problem and the
modeling effort focused on the potential
for effects on growth. While the DYREM
model provided outlet temperatures on a
daily basis, the SNTEMP model was used on
an average weekly basis. Several refine-
ments were made to the SNTRMP model as
well (AEIDC 1983). These include:

o IEstimation of solar radiation from
radiation incident at the edge of
the atmosphere corrected for
atmospheric and topographic
effects,

0 Inclusion of frictional heating,

o Inclusion of tributary temperature
effects on mainstem temperature and
regression modeling of tributary
temperatures, and

o Inclusion of air temperature lapse
rates between the site of the
temperature recorder and the
upstream end of the study reach.

River temperatures were measured both
in the mainstem and tributaries to allow
calibration and verification of the
model.

The SNTHMP model was used to estimate
river temperatures downstream of the
reservoir throughout the year for all
DYRESM simulations. In the summer the
downstream end of the study reach was at
Sunshine. Modeling of temperatures was
not considered necessary downstream of
that point because with-project tempera-
tures were generally found to be within
1°C of natural. In the winter the
downstream end of the SNTRMP modeled reach
was the location of 0°C.

Modeling of winter river conditions,
with ice, was done using a model developed
for the project (ICECAL) (Harza-Ebasco
1984¢). This model computes the amount of
ice produced, hydraulic conditions in the
channel, development of border 1ice,
formation of an ice cover from frazil ice
and staging of water levels due to the ice
cover. The model was used primarily to
determine how peripheral habitat areas
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would be affected by the increase in
winter flows (from 60 m3/s - 250 m3/s)
coupled with the change in the extent of
ice cover. There was concern that
increased water levels in the river area
af fected by ice would overtop peripheral
habitat areas and introduce cold water
into the sloughs thus stressing the
salmonids. The results of the modeling
allowed prediction of the impact, and
development of mitigation measures.

During development and testing of the
model an extensive program of field
observations was carried out (R&M 1981-85)
to develop information for verifying the
model and to better understand the basic
ice processes in the river.

Several other hydrologic studies were
undertaken in conjunction with the evalua-
tion of blologic impacts. A mailed survey
was undertaken and a site visit was made

to determine the experiences of other
hydroelectric project operators in cold
regions (Gemperline et. al. 1986). River-

bed stability was evaluated to estimate
potential aggradation and degradation
(Harza-Ebasco 1984a, 1985e). This
involved determination of bed load, bed
material sizes and bed material transport
equations. Impacts evaluated included the
potential for aggradation near tributary
mouths possibly affecting fish access and
degradation in the mainstem possibly
affecting peripheral habitat. Potential
effects of project operation on riparian
vegetation were evaluated using notes on

vegetation types observed during river
surveys. The observed elevations of
various types of vegetation were
correlated to river flows and floods.

Based on a model of vegetation succession
and predicted with project flood flows,
the vegetation encroachment on the river
was, to some degree, quantified.

CONCLUSION

This paper presents some of the more
important hydrologic and hydraulic studies
which have been made for the licensing of

the Susitna Hydroelectric Project, in-
cluding considerations because of the
project's location in a cold region. For

the purpose of the paper the studies were
separated 1into those required for eco-
nomic, analyses, engineering design and
environmental impact analyses. However,



in reality, the studies were not
separated. For example: the evaluation
of fishery habitat and the establishment
of minimum flows affected estimated
project energy production; the design of

power offtakes and release facilities
affected estimated downstream water
quality. Coordination was required

between all participants to develop the
information necessary for licensing of the
project.
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ICE JAM FLOODING — EVOLUTION OF NEW YORK STATE’S INVOLVEMENT

Russell E. Wege®

ABSTRACT: This paper outlines the development of New York State’s
involvement in assisting flood plain communities impacted by ice jam
flooding. While this paper is neither a technical nor historical disserta-
tion, the discussion illustrates the state’s process by which state-of-the-
art technology has been translated and communicated to village, town
and city officials, This training effort has encouraged local government
to help themselves and has substantially reduced the number of re-
quests for federal and state assistance.

(KEY TERMS: involvement; ice jams; training.)

INTRODUCTION — BACKGROUND

The many large rivers in the northeastern United States
encouraged colonial settlement in the floodplains. Nineteenth
century industrialization and development brought a constant
flow of immigration and the expansion of villages and cities
in the floodplains. The transformation of forest land into
agriculture and settlements modified both fluvial flow and ice
related problems.

Records of fluvial flooding go back to in the colonial
period. In New York State, ice jam flooding began to be
recorded in the latter half of the 19th century. After the
US. Department of Interior’s stream gaging program was
expanded, early in the 20th century, ice jam flooding was
more frequently reported. Continued development in the
floodplains increased the frequency of ice jam flooding and
rapidly expanded the record of ice jam problems.

Economic development in New York State included several
large public works projects that affected ice jam and fluvial
flood events. Ashokan, the largest of several New York City
water supply reservoirs, was completed in 1915. The 500-
mile barge canal system, with its summit level storage reser-
voirs and control structures, was completed in 1918. The
42-square mile Great Sacandaga Reservoir, which regulates
flow in the upper Hudson River, was completed in 1930. In
addition, many private and utility-owned hydro projects
were constructed throughout the state during the first quarter
of the 20th century.

With the exception of the Great Sacandaga Reservoir, none
of these projects was constructed specifically for flood control

purposes, although all had an important and mitigating im-
pact on ice jam problems. These large pools of water stopped
the moving ice from causing downstream jams and reduced
frazil ice production by regulating stream flow. In addition,
rivers channalized for navigation eliminated obstacles that
previously had triggered ice jams.

New York winters may be described as ranging from
moderate to severe. The up-state area, away from the coastal
influence, annually receives 60-180 inches of snow. Winter
months commonly record sub-zero temperatures. It is not
uncommon for night temperatures to drop to —20°F and, on
occasion, to —40°F in the mountain valleys.

Almost annually, New York will experience a mid-winter
thaw during the 4th week of January. Temperatures will often
rise into the 40’s and even the 50’s and sometimes last for
several days. The mid-winter thaw can cause streams and
rivers to rise, breaking up their ice cover. The ice begins to
run, only to jam, flooding roads and, on occasion, forcing
evacuations.

HISTORY OF STATE INVOLVEMENT

Until the mid 1930’, ice jam and fluvial flooding were
considered a local problem and not a specific state issue.
However, the great floods of 1935 and 1936 overwhelmed
countless river communities and cities in several northeastern
states. As a result, federal and New York State legislation
in 1936 provided authority to develop local flood protection
projects in severely damaged communities. Flooding prob-
lems were longer ignored by federal and state government.

The success of this legislation is reflected in the statistics.
Over 80 flood control projects involving construction of 142
miles of improved channels and 105 miles of levees and walls
have been constructed in New York over the last 45 years.
However, New York’s 1936 legislation limited state involve-
ment to a cooperative partnership with the U.S. Army Corps
of Engineers. The state does not have standing authority
to construct flood control projects unless they are approved

!New York State Department of Environmental Conservation, 50 Wolf Road, Albany, NY 12233-0001.
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federal projects. There are 1480 communities that have been
identified as being flood prone along the thousands of miles
of rivers and tributaries in New York State. However, almost
all of these communities will never qualify for a federal flood
protection project and therefore, remain subject to ice jam
and fluvia! flooding events.

Without a legislative mandate for involvement, ice jam
problems from the late 1930’s to the late 1960’s were viewed
by the state as little more than winter statistics. This attitude
was soon to change. A reorganization of state government in
1967 led to the development of a flood control bureau in the
State Conservation Department. The new bureau had a small
professional staff and was responsible for flood response train-
ing, operation and maintenance of flood control projects and
advocating new federal projects on behalf of flood-damaged
communities.

The first flood control project to address ice jam flooding
was in the rural community of East Branch in the Delaware
River Basin. During the winter of 1971 an ice jam so
threatened the community that it made international news.
The crisis was met jointly when the Army Corps of Engineers
built an emergency levee on the right-of-way expeditiously
obtained by the state,

The quick solution to the East Branch ice jam problem was
unusual. More commonly, when communities made requests
to the state for ice jam removal, the requests were simply
forwarded to the Corps of Engineers. It was hoped that the
federal agency would solve the problem. Rarely did that
happen. However, the Corps usually did send a representa-
tive to look at the problem. The Corps soon realized that
many of the requests were for minor ice jam problems that
were not a serious threat to the health and well being of the
community, so it began to develop criteria for federal involve-
ment,

Eventually, the criteria authorized federal involvement in
ice jam breaching only as a supplement to state, county and
local efforts. This required local governments “to exhaust”
local resources before federal involvement was authorized.
However, the state did not have legislative authority, aside
from state emergency powers, to spend money on ice jam
problems and county governments were under similar
restraints.

Since adoption of this federal policy several years ago,
only two ice jam problems in New Yotk State have qualified
for federal intervention. Both case$ took several weeks to
satisfy federal requirements. The Corps policy has essentially
eliminated federal involvement in ice jam mitigation work and
has forced the state to be more responsive.

The Flood Control Bureau in the newly organized State
Department of Environmental Conservation began to respond
to community requests for assistance by sending a flood con-
trol engineer to look at the problem and offer technical
assistance. By December of 1976, it had become official
state policy to provide technical assistance to communities
having ice jam problems.

It was during the early 1970’s that an understanding of
the causes of ice jams and the techniques to alleviate ice jam

flooding developed. This learning process was greatly en-
hanced by the cooperation of personnel from the Corps of
Engineers Cold Regions Research and Engineering Laboratory
in Hanover, New Hampshire.

By the mid 1970’s, community requests for state assistance
had become overwhelming. There were simply not enough
experienced people to meet the need. This led to the develop-
ment of a state training program, which has as its goal the
development of field personnel trained in ice jam problems
and mitigation measures. With more people trained, the state
could respond more promptly with sound technical assistance.

Over the years, the training sessions have increased in
frequency and improved in content. State field personnel
invited local emergency management and community officials
to attend the training sessions, which are held throughout the
state. Class size is usually 20 to 30 people, but as many as
100, have attended these sessions. A brief description of the
material covered in the training sessions is as follows.

TYPES OF ICE JAMS

Ice problems are dependent upon several factors: frost
depth, amount of snow in the basin, amount and intensity of
a rain storm, severity of winter temperatures, and rate of
temperature rise. These factors play an interrelated role.
Annual variances of any one of these conditions can spell the
difference between major ice jam problems and no problem at
all, Ice problems fit into two general categories:

A. The warm weather breakup. Runoff from a thaw or
rain storm feeds water into the tributaries and rivers.
The ice/ground contact weakens and begins to fail.
Continued inflow begins to raise the ice sheet or inun-
date it, introducing upward forces. The ice sheet be-
comes unstable and begins to move and break up. The
breakup develops into an ice run and will begin to
move downstream until it meets an obstruction. There,
the run will stop, back up water and usually breach.
This is a true ice jam, where a jam forms and breaches,
only to jam again downstream. This happens countless
times each winter as small streams discharge into major
river systems.

In general, high gradient streams will loose their ice
cover sooner than low gradient streams.

B. Cold weather blockage. The most common and
troublesome form of ice is called frazil. Research
(Ice Engineering, 1982) has determined that ice nuclei
crystals develop in waters moving 2 FPS or greater in
an atmospheric environment of 20°F or less. These
crystals are very cohesive and join together to form
frazil. Frazil ice will stick to most objects. It forms
collars around rocks and piers and sticks to the stream
beds and banks. It adheres to broken pool ice and
often forms masses greater than 10 feet thick in our
larger rivers.



Hydro electric generation, with daily releases in cold
weather, is a magnificent frazil ice generating machine. As
an example, hydro generation on the West Canada Creek in
Central New York annually produces frazil ice that fills a
one-mile reach of a 300-foot wide channel to a depth of 8-15
feet. The resultant high water surface increases local ground-
water depth and causes wet basements at Herkimer, a village
some 25-miles downstream from the power dam.

Frazil ice can also develop into a hanging dam. This
phenomenon usually occurs in a pool at the end of a rapids
section in larger rivers. Frazil ice develops in the higher
energy upstream reach and moves into the low velocity
pool where it begins to float to the surface. The ice covered
pool begins to collect frazil under the sheet ice. The hanging
mass of ice severely restricts river flow, causes bottom scour,
and often produces upstream backup and localized flooding.

Hanging dams are usually massive. One can assume that
such ice blockages are the last to shear during the mid-winter
or spring breakup. This stability often creates an obstruction
that can quickly plug the restricted channel and produce a
rapid backup of the river.

CAUSES OF ICE JAMS

A. Changes in stream slope. New York is a headwater
state. Many rivers originate in its mountain areas,
Steep sloped streams produce both frazil and pool
ice. The mid-winter or spring thaw can produce a
runoff that rapidly breaks up the ice cover on these
upland streams. Broken sheet ice and large masses of
frazil ice move down the river system in a series of
jams and breaches until the ice reaches the floodplain
of a large river. Often the slope of the tributary
flattens out at this point and the stream velocity de-
creases. The drop in velocity causes the larger pieces of
ice to ground out which commonly triggers a jam in
the tributary.

B. Bridge piers. New York State has many old bridges
with massive stone or concrete piers that are spaced
closely together. These piers frequently catch large
pieces of solid sheet ice and trigger jams behind the
structure. Replacement structures now ‘include more
widely-spaced, piers which offer a higher probability
of breaking or crushing of large pieces of ice, allowing
them to continue down river.

C. Sheet ice. New York State is blessed with over 7,000
lakes and ponds. In addition, hydropower development
has created many run-of-river pools. Each pool, either
natural or constructed stops ice. A jam will often
occur at the point of entry. Usually, the backup is
minor because the water will circumvent the jam and
find entry into the pool at a nearby location. Lakes,
reservoirs and ponds are especially beneficial in miti-
gating ice damage because they prevent moving ice
from traveling further downstream.

D. Sharp bends, The geometry of the stream channel is
another factor causing ice jams. A river channel that
suddenly losses one fourth of its width at a sharp
bend has a high probability of stopping an ice run
and plugging the channel. Flooding is the inevitable
result.

E. Man-made obstructions. Aside from bridge piers many
New York rivers have other man-made obstructions.
The 19th century timber industry drove countless
wooden piles into river beds to anchor log booms.
Thousands of these piles remain today and are capable
of catching ice. In addition, stone filled wooden cribs
and derelict dams dot the river beds in mountain rivers
and streams. These also play a part in triggering ice
jams.

F. Modified channel. This type of problem could be
classified as a man-made obstruction, but it is better
discussed as a separate cause of ice jamming. It is
usually associated with a new road bridge. Design
engineers, intent on accommodating a high rate of flow,
will widen the channel immediately above and below
the structure. Such a change in stream bed geometry
can have embarrassing and sometimes devasting results.
The widened channel will often reduce stream velocity
to the degree where the ice run may ground out and
result in a jam at that point.

Several years ago the writer observed an ice jam in the Vil-
lage of Mohawk that was almost 20 feet high and did enor-
mous damage to many private homes. It was caused by
doubling the width of a high gradient stream under a replace-
ment bridge. The jam never touched the bridge but forced ice
well above the elevation of the bridge railing.

This type of problem can be mitigated by including a low
flow channel through the modified channel section. The low
flow channel concentrates stream flow offeringa good prospect
for passing an ice run.

G. Combinations. Rarely is there a single cause for an
ice jam. It is not uncommon that three or even four
causes are present. In addition, the triggering mech-
anisms can be spread over an extensive distance in
large rivers, These possibilities need to be considered
carefully prior to initiating any action.

WHAT GOES INTO A DECISION TO
“DO SOMETHING™?

A very important part of ice jam training is to convey to
local governments that federal and state agencies will not
respond by breaching ice jams. Therefore, instead of focusing
on big government resources, which are not there, local
governments must turn to and focus on their own resources.
Repeated communication of this message is changing the
thinking of local interests and reduces the number of requests



for ice jam assistance. The federal and state government can
be relied upon only for technical assistance.

Secondly, it is important to evaluate the damage potential
of the ice jam. For example, does the jam threaten the pro-
perty and well-being of a substantial number of people? A
judgment concerning property damages must be made. It is
one thing to worry about a few wet basements and it’s another
to evacuate a subdivision, cut off a hospital or shut down a
major employer.

Finally, a judgment concerning public utilities and facilities
such as roads must be made. The flooding of a low usage,
rural town road is nowhere near as disruptive as flooding a
primary road system.

State and federal technical assistance can assist a com-
munity in evaluating damages or potential damages. However,
the decision to take action remains with local officials. The
training sessions emphasize that point.

WHAT CAN BE DONE TO ALLEVIATE
ICE JAM FLOODING?

The evaluation of what caused the jam and the significance
of damages leads to the question, “what can be done to alle-
viate ice jam flooding?” A decision to “do something” costs
money, requires time and planning, and incurs a certain
degree of risk. Often the practicality of “doing something” is
limited. The community which sends its public works person-
nel to the river’s edge to throw dynamite onto the ice has
no chance for success, although it may reap certain public
relations benefits, Likewise, a community that faces a several
mile long jam in a major river has little hope of success if it
tries to breach the jam.

Let’s look at the more realistic alternatlves for alleviating
damages.

A. Raise or remove damage-prone materials and equip-
ment, If something can be moved out of harms way
the recommendation is simple. Asexample, the writer
advised the management of a paper company, which
had stored $1,000,000 worth of paper inventory on
the riverbank, to relocate the inventory when an ice
jam backed water to within two feet of the material.

B. Emergency measure at the riverbank. Often a jam will
fill or even overfill the river channel. The top of the
ice may be above the riverbank. Its massive extent
precludes attempts to breach it. A temporary levee
separating the river from the community will reduce
damages and is a logical mitigation measure, provided
the length of levee needed is not prohibitive. Planning
time is required for this alternative, and it is particu-
larly appropriate after a mid-winter breakup when
there is a heavy snow pack which increases the danger
of flooding in a spring runoff.

C.

D.

Evacuation/Flood insurance, Al riverside communi-
ties should have emergency management plans. Such
plans should include river stage elevations and indicate
when evacuations are to begin. Evacuation is often the
only feasible alternative to minimize the impact from
ice jam ﬂoodmg

Public education and avaﬂablhty of flood insurance
can minimize personal property losses. In New York
State approximately 1460 of the 1480 flood-prone
communities are participating in the National Flood
Insurance Program. Eligibility for this program allows
individuals to purchase insurance protectlon against
ﬂood -damages.

Ice jam breaching. Our experience indicates that the
best chance for successfully breaching a jam is to
attack the jam - immediately after it has formed.
Methods of breaching a jam are outlined below. These
methods are most applicable to small and moderate
width rivers.

1. Mechanical. Many New York tributaries and rivers
are shallow and have a stony bottom. We have
found that the most effective way of breaching an
ice jam in these shallow, hard bottom rivers is with
bulldozers, beginning downstream and progressing
upstream through the jam. It is not necessary to
clear the entire river channel of ice. Construction
of a pilot channel through the blockage is sufficient
_to'breach the jam.

Clamshell buckets have also been used success-
fully in the area near bridges or along short stream
reaches. The Town of West Seneca near Buffalo,
New York, contracts for a small crane with a clam-
shell bucket during the winter months. As the ice
begins to run, the contractor responds on short
notice to the known ice jam location behind a
shopping center. The equipment operator simply
keeps the ice moving where it tends to ground out
on a bar.

2. Explosives. Through the years, there has been much
misuse of explosives by many communities attempting
to breach ice jams. Research (Ice Engineering, 1982)
by the Army Corps of Engineers has developed exten-
sive information on the best way to breach ice jams
with explosives. Briefly, the following principles should
be followed when this alternative is considered.

a. Explosives must be placed under the ice. Explo-
sives break ice by forming a gas bubble under
the ice. The gas bubble lifts the ice, causing it
to fail in shear.



b. Blasting operations must be under the direct
supervision of a licensed blastor.

c. Blasting operations must begin at open water
downstream of the problem area. This will allow
broken ice to float away and results in a clean
channel through the jam.

d. Streamflow must be sufficient to carry away ice
debris.

e. Blasting should not be considered near structures.
Several years ago the writer was informed of an
incident that resulted in litigation after a village
begin ice blasting operations near a greenhouse.

f. Moderate temperatures are desirable. Cold
weather will cause rapid refreezing of ice debris.

g. Downstream effects need to be considered.
Blasting may instantly release a large volume of
water. Usually, such releases become insignifi-
cant a short distance downstream, but, if a down-
stream community experiences flooding from a
high river stage coincidental to up-river blasting,
litigation may result. The burden of proof will
rest on the community doing the blasting.

3. Dusting. Dark material spread thinly over sheet ice
will successfully weaken the ice, causing it to fail
at the beginning of breakup, thus reducing the
chances of its obstructing an ice run. However,
dusting is not effective in breaking a mass of frazil
or a true ice jam. The melting of a few inches of
frazil or the top of a jam several feet thick has no
effect on breaching the blockage.

4. “Ducks.” The City of Buffalo has an amphibious
vehicle. It has been used successfully to break up
ice in the Niagara River. It has also been used to
breakup competent sheet ice on low-gradient small
streams. Success depends upon the availability of
downstream open water and sufficient depth and
flow to float the broken ice away. -Without suffi-
cient depth and flow, the machine will simply
break the ice and push it into the mud, possibly
increasing the ice jam potential.

5. Imaginative solutions using reservoirs and hydro
plants,

a. Reservoir releases for flushing out river ice have
been suggested for years. Usually, these sug-
gestions are made by laymen when considering
a course of action to breach a troublesome ice
jam. Only recently has the suggestion been
developed into an apparent workable plan of
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action for ice control. CRREL (Ferrick, 1985)
is studying this technique in the Lake Luzerne/
Corinth reach of the upper Hudson River in
eastern New York. Releases originate from the
Great Sacandaga Reservoir through a cooperative
effort with the owner of the reservoir, the Hud-
son River Black River Regulating District and
the Niagara Mohawk Corporation, the regional
electric power supplier. The purpose of the re-
lease is to break up and flush out early winter
sheet ice in order to prevent development of
thick sheet ice that may stop an ice run.

b. Reservoir releases may also be employed to
breach an ice jam. Water in deep reservoirs will
be warmer than river water. A reservoir release
introduces heat into the river system which widen
the passage ways through the icejam. Eventually,
the roof of the ice jam will collapse thus, breach-
ing the obstruction.

c. New York’s larger mountain rivers have numer-
ous low-head hydro plants. On one occasion,
near Corinth in eastern New York, a breach was
accelerated when the pool containing an ice jam
was lowered several feet. The drawdown intro-
duced additional stress through the blockage and
accelerated its breaching.

E. Overflow channel. Ice jams sometimes can be bypassed

as a mitigation measure. Bypassing eliminates the
expense of attempting to breach the blockage. Main-
tenance costs of a bypass channel may be minor com-
pared to the cost of efforts to breach recurring jams.

A bypass channel involves the removal of trees and
woody growth and the grading of a high flow channel
downstream of a damage-prone area. A small bypass
channel has been constructed by the City of Norwich, in
central New York, as an outcome of the state ice
jam training session. In addition, the Philadelphia
District of the Army Corps of Engineers is planning a
major bypass channel to protect the twin communities
of Port Jervis, New York, and Matamoras, Pennsylvania,
on the Delaware River. Three other bypass channels
have been recommended by New York State engineers
but have not been constructed as of this date.

Design criterions for ice jam bypass is in its in-
fancy. The following design guidelines are suggested.
The bypass channel should have a width between one-
half to full channel width for rivers up to 200 feet
wide. The width of the bypass channel can be sub-
stantially smaller than the natural channel for larger
rivers. The entrance into the bypass channel should be
wider than the bypass channel in order to insure bypass
if jamming occurs at that location. The invert into



the bypass channel should be of sufficient elevation
to exclude normal flow rates. Ideally, this elevation
should be high enough to prevent masses of frazil ice
from entering the bypass and low enough to accommo-
date a high water flow rate without damaging the
upstream community.

F. Ice booms, Aside from the large booms at the en-
trance of the Niagara River and in the St. Lawrence
River, only one ice boom has been installed in New
York State for ice control. Unfortunately, that boom
was severely damaged by a late fall flood and is not
operational at the present time. The boom is located
in the upper Hudson River at Hadley and was con-
structed by state and local governments under the
technical guidance of CRREL.

Ice booms are inexpensive structures that encourage
development of upstream sheet ice. Sheet ice deters
frazil development and is a barrier to an ice run, Favor-
able ice boom locations are at the downstream ends of
pools, upstream from damage-prone areas.

SUMMARY

The success of ice jam training cannot be accurately deter-
mined. However, as a result of such training, many com-
munities are recognizing state and federal limitations and,
based on a better understanding of the causes of ice jams,
are taking action to mitigate their ice jam problems., Local
communities have removed channel obstructions and, in one
case, have even constructed a bypass channel. In another
community an ice boom was installed. In addition, approxi-
mately 1,460 flood-prone communities participate in the
National Flood Insurance Program. State training has con-
tributed significantly to an understanding and awareness of ice
jam flooding. As a result, reports on ice jam problems and
requests for state and federal assistance have steadily de-
clined.
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HYDROLOGICAL AND ECOLOGICAL PROCESSES IN A COLORADO,
ROCKY MOUNTAIN WETLAND: CASE STUDY

Edward W. Rovey, Catherine Kraeger-Rovey, David J. Cooper *

ABSTRACT: MWetlands of Cross Creek exist
in the vicinity of and are controlled by
flows in the main channel. Water Tlevels
in the creek have a seasonal cycle
dominated by snowmelt runoff. Groundwater
levels in the wetland rise and fall - in
response to water Tlevels 1in the main
channel and levels in the tributaries
iffected by backwater from Cross Creek.
Vegetation communities have developed at
locations 1in the wetlands related to
depths of standing water or depths to
ground water. Stream meandering also
affects the wetlands. Large diversions of
sunmer runoff proposed by the Homestake II
¥ill Tower water levels in Cross Creek.
Distribution of wetland plant species will
change in response to the diminished creek
water levels.

(KEY  TERMS: wetlands, groundwater,
snowmelt, vegetation communities, water
levels.)

INTRODUCTION
Wetlands of the Cross Creek Valley
exist high in the Colorado Rocky

Mountains where the controversial
Homestake II water diversion project is
proposed (see Figure 1). The project is
planned to annually divert 25 million
cubic meters (20,000 acre-feet) of
vater from the Holy Cross Wilderness Area.
Eleven miles of tunnels are planned
beneath 4,270 meter (14,005 feet) high
Mount of the Holy Cross to carry

snowmelt runoff to an adjacent watershed
where existing storage and tunnel
facilities will be used in the transbasin
diversion of water to the cities of
Colorado Springs and Aurora.

A general definition of wetlands
is an area where soils are saturated for
a duration and frequency that allows the
establishment of vegetation adapted to
saturated soil conditions. Federal 1law
and Executive Orders are intended to

regulate filling operations within
wetlands.
This paper is written by the

professional consultants retained by the
Holy Cross Wilderness Defense Fund, a
nonprofit organization, to evaluate the
potential impacts of the project on
wetlands. While the project proponents
claim there will be no impact to wetlands
below diversion points, it s our
opinion, based upon research and
evaluation completed to date, that
removal of up to ninety percent of the
natyral streamflows at diversions will
have significant, adverse impacts to
wetlands downstream.

METHODS

Hydrologic and hydraulic calculations
have been made of pre- and post-diversion
flows (Sundeen and Fifer, 1981) from
historical records at the creek mouthand
projections into the upper basin. Stream

* Rovey and Kraeger-Rovey, hydrologists, Terra Therma Inc., 2927 W. 36th Ave Denver, (O
80211; Cooper, ecologist, 3047 Redstone Ln., Boulder, CO 80303
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hydraulics were calculated using direct
step backwater and uniform flow methods,

channel slope, typical channel cross
sections and reasonable flow resistance
parameters. Groundwater hydraulic

calculations were made with parameters
obtained from a brief field investigation
and seven laboratory tests of permeability
from one wetland (Ward, 1983). Water
table responses were analyzed using a
standard drain algorithm.

COLORADO
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»

.
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o
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Figure 1. Wetlands and Vicinity Map

Twenty four homogenous
vegetation were selected, sampled
classified using
methods (Westhoff and van
1978).
in each stand. Gradient analysis,
the methods of Dix and Smiens (1967),
used to analyze the behavior of

der Maarel,

Weber (1976).

W\DE -

stands of
and
standard Braun-Blanquet

Depth to water table was measured
using

was
species
along the water table/drainage gradient
regime. Plant species nomenclature follows
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AREA DESCRIPTION

Snow and snowmelt control the
hydrologic regime of Cross Creek wetlands
and surrounding areas. Eighty percent of
the annual runoff occurs from late May
through July (USGS,1984). Though the
region is cold due to the high elevation,
there is no permafrost in the area. In
fact, the wetland surface may not freeze
due to the early,insulating covering
of a snowpack . Wetland characteristics
and those of surrounding areas are listed
in Table 1.

Montane wetlands, as described by

Kilburn (1983) and considered in  this
report, -occur at locations where
geologic  outcrops have created
erosion-resistant features that obstruct
the gradient of the stream. Soils in

the wetlands are

TABLE 1. Description of the Area

Wetland Elevation 2,900 to 3,070 m.

Range (9,500 to 10,060 ft)
Mean Annual 50 to 125 cm
Precipitation (20 to 50 inches)

8,675 hectares
(33.5 square miles)

71 million cu. m.
(58,000 acre feet)

Cross Creek
Drainage Area

Annual Runoff
Volume

primarily composed of silts with
clay-sized material (Ward, 1983).
Main stream channels have meandered
across the wetlands leaving  buried
remnants of material varying from large
boulders and gravels to some lenses of
clay material. Slopes across lateral
sections of the wetlands are nearly flat.
Close inspection of the wetland surface
reveals the existence of  numerous
tributary channels extending from the main
channel of Cross Creek to the valley
walls.
Six major communities

1ittle

comprise the

bulk of the wetland vegetation. These
are: (1) Ranunculus tricophyllus (water
crowfoot) - Sparganium sp. community in
shallow water averaging 10 cm 1in depth,
but intermittently exposed during  summer

and fall; (2) Carex utriculata (bladder
sedge) community 1is one of the most
abundant communities in the wetlands. It




occurs in both marshes with mineral
soils and fens with largely organic soil.
Depth to water table averaged 16 cm; (3)
Carex aquatilis (water sedge) community
occupies a variety of habitats and was
observed at an average depth to water

table of 31 cm; 4) Calamagrostis
canadensis (Canada reedgrass) community

occupies sites with an average water table
depth of 56 cm; (5) Calamagrostis
canadensis - Mertensia ciliata (bluebell)
community occupies the tops of levees and
is characterized by coarse herbaceous
dicots. Average water table depth was
observed at 65 cm; (6) Salix planifolia
(plane-leaf willow) community occupies
the most well drained sites in the
wetlands with an average water table depth
of 70 cm.

RESULTS
WATER SOURCES AND TIMING

Snowmelt
water to the wetlands.
subdivided into components
location and timing of
Primary components are: onsite snowmelt,
sideslope  runoff and main channel
flows. The other component contributing
to wetland water sources 1is the growing
season precipitation, i.e., rainfall,
falling directly on wetlands.

Snowmelt on the wetland surfaces at
3,060 meters (10,000 ft.) elevation
commences during early May (Kraeger-Rovey
and Rovey, 1984?. Melt calculations and
observations indicate the 43 cm (17 in.)
average water equivalent snowpack on the
wetland surface can melt in two to three
weeks. Using 7 deg. C (45 deg. F) as an
indicator of the commencement of growth
(SCS, 1970), the onsite snow melt is
completed on the wetlands prior to wetland
plant growth. This early snowmelt
replenishes soil moisture deficiencies
that are carried over from the previous
growing season and is a adequate quantity
to raise the shallow water table to the
surface of the wetland. However, an
adequate quantity of water is necessary
but not the only condition sufficient to
provide saturated soil conditions in the
wetlands. Mechanisms of groundwater flow
must be considered in determing how water
drains or 1is retained within wetland

is the primary source of
Snowmelt can be
dependent on
the = melt.

soils. Groundwater 1is discussed in a
subsequent section.

Melt from sideslope areas above the
wetlands contributes water to the wetlands
during May through early fall. This
sideslope water continues beyond the
duration of active snowmelt due to the
timing delay of melt water flowing through
the porous medium of talus and rock
slopes. Estimates of these sideslope
contributions have been made using data

enerated form a water budget procedure
?Enartech, 1983) and reported
(Kraeger-Rovey and Rovey, 1984) as 13 cm
(5 in.), 23 cm (9 in.), and 13 cm (5 in.)
for typical wetland conditions during May,
June and July, respectively. An
evaluation of the mechanisms and factors
controlling the sideslope flows was made.
Numerous small tributaries were located
leading from the valley walls to the main
channel. The frequency of these wetland
channels has been measured from air
photos as one tributary channel per 60 m

(200 ft) of wetland perimeter
(Kraeger-Rovey, 1984) for those
tributaries larger than 1.0 m (3 ft) wide
and 0.3 to 1.0 m (1 to 3 ft) deep.
Smaller rivulets are more abundant yet
often not observed until walking across
the wetland surface. A hydraulic analysis
of these wetland channels determined their
capacity to average four times the
estimated sideslope contribution for the
May to July period. Thus, the wetland
channels could efficiently convey the
sideslope contributions through the
wetlands to the main channel absent high
water in the main channel which back water
up causing it to spread across the entire
wetland surface.

Onsite, summer precipitation on
wetland surfaces provides only a portion
of the moisture requirement of wetland
vegetation (Sundeen, 1983). Consumptive
water requirements from the wetland
surfaces were estimated to be 42 ¢cm (16.5
in.) for the May through September period
while the effective precipitation was 14

cm (5.5 in.) during that interval. The
net water requirement of 28 cm (11 in.)
must come from other sources. This water

deficit applies to the plants and does not
include the substantial amount of water to
keep from draining the wetland soils.



The main channel of Cross Creek
streamflow through the
and provides the two main

that maintain saturated soil
Main channel
streambank
season and

conveys
wetlands

mechanisms
conditions in the wetlands.
flows overtop the natural
during the peak  runoff
during heavy rainfall periods  as
occurred in late July, 1985. These
overbank flows saturate the wetlands
during that time. The mechanism that
provides the longest duration of
wetland saturation is when the stage
(stream level) is at or near bank full.
High water level in the stream may
not directly provide water to the
wetlands but creates a backwater extending
up the tributaries that flow across the
wetlands, and also causes the
groundwater table throughout the wetland
to be maintained at a high elevation.

These mechanisms are discussed in 1later
sections of this paper.

WETLAND VEGETATION AND WATER  LEVEL
RELATIONSHIPS

Main Channel Flows and Backwater
Characteristics. By early June the

onsite wetland snowpack has melted and the
remaining dependable sources of wetland
water supply are sideslope runoff and
high stream flows in the main channel
of Cross Creek. Flow estimates at
Reeds Meadow, the first major wetland
below two of the Homestake II diversions
in the upper portion of the watershed (see
Figure 1) have been made. Table 2 shows
the average June and July Cross Creek
discharges, for natural conditions and
with the depletions caused by Homestake II
diversions.

TABLE 2. Cross Creek Flows at Reeds
Meadow
Month Natural Post-Diversion
Flow Flow
June 3.40 cu.m/s 0.99 cu.m/s
(120 cfs) ( 35 cfs)
July 2.12 cu.m/s 0.71 cu.m/s
( 75 cfs) ( 25 cfs)

Water level variations due to
diversions were evaluated. An analysis
was made in Reeds Meadow where stream flow
estimates are available and some surveyed
information on the slope of the channel
water surface profile was collected
(Ward, 1983). Streamflow from Reeds
Meadow discharges over a resistent rock
outcrop at the 1lower end of the meadow.
The outcrop appears to function as a weir

with a steep increase in downstream
gradient where the flow goes - through
critical depth. Using an  approximate

rock outcrop elevation of 3,060.20 meters
(10,040 feet), a water surface slope of
.05 percent (.0005), and constant
channel cross sectional shape,
backwater calculations were made to
calculate the water surface elevations
for the flow conditions shown in Table 2
for natural and post-diversion flows.
The results are shown in Table 3 for a
location 700 meters (2,300 feet) above the
mouth of Reeds Meadow. This is a
location where a transect of groundwater
piezometers was installed (Ward, 1983).

TABLE 3. Water Surface Elevations in Reeds
Meadow

Month Natural Post-diversion
Water surf. Water surf.

June 3,061.50 m 3,061.01 m
(10,044.3 ft) (10,042.7 ft)

July 3,061.29 m 3,060.86 m

(10,043.6 ft) (10,042.2 ft)

The decrease in water surface elevation in
Cross Creek channel is 0.49 meters (1.6
feet) for June and 0.43 meters (1.4 feet)
for July. The average summer season
decrease in channel water surface is
0.46 meters (1.5 feet).

Backwater effects, extending into
the wetlands from the full-flowing main

channel, provide the essential mechanism
giving the wetlands access to
sideslope  runoff and controlling

groundwater drainage from the wetlands.
With the exception of a few isolated
areas, the Cross Creek wetlands are
traversed by a dense network of small to
medium sized tributaries, ranging from
0.3 to 2.0 meters (1 to 6 feet) across and



from .15 (0.5 feet) to 1.5 meters (5

feet) deep. In every wetland, the
aggregate capacity of these channels is
many times greater than the total

available sideslope runoff (Kraeger-Rovey,

1984). The high water 1level in Cross
Creek "backs up" outflow from these
side tributaries, prevents it from
running  downstream, and causes the
sideslope runoff to spread over the
surface of the wetlands during the
growing season. If this backwater
effect is eliminated, the network of
tributary channels will very
efficiently drain the sideslope runoff
through wetlands into Cross Creek,
leaving wetland surfaces 1literally high
and dry.

The proposed diversions of Homestake

II would substantially reduce peak
runoff flows in Cross Creek to levels now
typical in late summer and fall. The
average reduction in water level in Cross

Creek that is expected to result from the
diversion has been estimated at about
65 cm (2.2 feet) (Ward, 1983). As a

result, backwater restrictions into side
tributary channels will be substantially
reduced or, for the shallower
tributaries, eliminated. The
tributaries will be able to convey a
greater portion of the sideslope
runoff through wetland channels,
substantially reducing or eliminating the
portion that overflows onto wetland
surfaces.

Groundwater Responses. Groundwater

seepage provides the link between water
levels in Cross Creek and its tributaries,
and wetland soil  saturation. The
water-holding capacity of soils and
alluvial material in the wetlands provides
a time-delay between the drop. in creek
levels in mid-summer, and drainage of

groundwater from the wetlands. If that
time delay is sufficiently long, wetland
soils may remain saturated for a

considerable period of time after snowmelt
has ceased. Prolonged moisture retention
in the soils would reduce the wetland's
dependancy on high water levels in the
main creek channel.

A decrease in water level in a stream
channel induces drainage from the adjacent
streambank. With time, the subsurface
gradient  propagates away from the
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streambank, eventually
throughout the wetland area.

inducing drainage
As drainage

occurs, the water table drops. Drainage
occurs most quickly in areas close to a
streambank, where the soil is permeable.

Both these conditions predominate in the
Cross Creek wetlands. Numerous
observations have shown that in most
areas, wetland groundwater levels respond
very rapidly to changes in Cross Creek

water levels, indicating that the
hydrology is governed by permeable
materials. Given the dense network of

tributary channels in most wetland areas,
no point is very far from a surface stream
channel.

A range of permeability values for
the Cross Creek wetlands was obtained from
field testing and laboratory analysis of
soil samples (Ward, 1983). Using a
geometric mean of these permeability
values 0.0065 c¢m/sec, the time delay of
drainage was computed using a standard

drain formula (Todd, 1967). The estimated
time delay between a drop in channel water
level of 70 cm (2 ft), and a decline in
wetlands water table of 15 cm (0.5 ft) was
computed for a range of distances from the
nearest drainage channel. For a distance
of 2.4 m (8 ft) from the channel, the
water table would decline 15 cm (6 in) in
about two hours. At a distance of 12 m
(40 ft), the 15 cm water table decline
would take about five days. Few wetland
areas are farther than forty feet from at
least one minor drainage channel. \

The conclusion drawn from these
calculations is that wetlands are
strongly dependent on high creek levels
for maintaining a high water table
necessary for keeping wetland soils
saturated. Except for a few isolated
locations, the groundwater reservoir
drains too quickly to provide any useful
function in independently maintaining the
wetlands. '

Vegetation Response. The gradient
analysis shown 1in Figure 2 plots the
percent coverage of 6 key indicator
species and community dominants along the
water table/drainage regime gradient.
This ordination gives a model of species
behavior along the moisture gradient and
outlines the niche of each species. It
also gives a predictive model of change in
species abundance if the water
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Figure 2. Gradient Analysis of Indicator Plant
Species for Cross Creek Wetlands

table/drainage regime at any site were to
change.

Figure 3 plots the average depth to
water table or the depth of standing water
for the 6 communities described here. The
average difference between communities in
depth to water table is 13.3 cm (5.2 1in) .
Thus, small differences in water table
relations make large differences in
composition of the stands. It s
hypothesized that any permanent change in
summer water table depth greater than 13.3
cm will initiate secondary succession.

The pathway of secondary succession
and the floristic change to be expected
can be predicted using Figures 2 and 3.
In general, succession would proceed from
one species and community to the next wup

the water table/drainage gradient. For
example, if the water table in Carex
utriculata communities 1is dropped an
average of 50 cm (20 1in.), conditions

similar to what presently support the

Calamagrostis canadensis-Mertensia ciliata
community will develop on that site. If
the water table dropped 15 cm, conditions
similar to the Carex aquatilis  would
occur. Whether or not tree species would
invade the wetlands 1is more difficult to
predict since forests do not currently
occur in the Cross Creek wetlands.

OTHER PROCESSES AFFECTING WETLANDS

High flows associated with spring
runoff perform two functions essential to
the maintenance of fen and marsh wetlands:
(1)  stream meandering and (2) overbank
flooding in the meadows. Sustained high
volume, high velocity flows, such as occur
during spring runoff, provide the energy
which allows streams to meander. Only
under the influence of high flows are
major sections of streambank dislodged,
and sediment transported to form point
bars.
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Water Depth for Major Communities,
late July-early August, 1985

Meandering reworks the floodplain
sediments. This serves two critical
ecological functions 1in the Cross Creek
meadows. (1) By eroding high terrain,
such as beaver dams and natural Tlevees,
the stream 1imits floodplain aggradation
that, left unchecked, would eventually
convert the floodplain into a river
terrace. (2) Water provides the
nutrients necessary to sustain the growth
of the existing, fen-type and marsh-type

vegetation. Absent this infusion of
nutrients, the soils would become
depleted, and the vegetation would be

replaced with plant species that flourish
in nutrient-poor soils.

Overbank flooding assures saturated
soil conditions by maintaining high water
levels during the growing season.
Saturated soil conditions also prevent the
invasion of wupland plant species into
wetland areas. Overbank flooding during
the six-week, high streamflow period from
late May to early July assures that
wetland water levels are near the ground
surface.
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] The proposed Homestake II project
will capture and divert the high flows
associated with spring and early summer

runoff. This will drastically reduce
meandering and overbank flooding in the
wetlands.

CONCLUSIONS
(1) Main channel water levels are

predicted to decrease an average 0.46
meters (1.5 feet) during the growing
season as a result of the proposed
Homestake II diversions,
Groundwater Tlevels will
response to declining stream
during the growing season,

The distribution of wetland plant
species will change in response to
declining groundwater Tlevels during
the growing season and some
communities would probably die out,
Therefore, Homestake II will have an
adverse effect on wetlands along Cross

decline in
levels

(2)

(3)

(4)

Creek.
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COLD REGIONS HYDROLOGY SYMPOSIUM
JULY AMERICAN WATER RESOURCES ASSOCIATION 1986

SEASONAL SNOW AND AUFEIS IN ALASKA'S TAIGA

C.W. Slaughter and C.S. Benson!

- ABSTRACT: The unglaciated taiga of
central Alaska is subjected to seasonal
snow and ice for 6 to 8 months of every
year. Snow and ice thus play a major role
in hydrologic regime. A typical taiga
snowpack is less than 100 cm in depth, has
a mean density at deposition of 0.05 to
0.10 g cm-3, and mean "ripe" density at
time of spring snowmelt of less than 0.30
g cm-3. Low snowpack density (the
result of intensive depth hoar formation
in response to very steep vapor pressure
gradients from base to surface of pack
during the entire winter; contrasts with
high-density (0.40 g cm=9) tundra snow
at wind-affected taiga sites and in the
high Arctic. Aufeis can occupy major
sectors of stream channels and flood
plains, and modifies hydrologic regime by
temporary storage of groundwater (winter
baseflow) and release of that water to
streamflow after the snowmelt season.
(KEY TERMS: snow; ice; aufeis; subarctic;
taiga; hydrology.)

INTRODUCTION

Alaska has over 1.5 million km2 of
land, and extends through 20 degrees of
1at1tude from 51°N lat. at Amats1gnak
Island in the Aleutians to 71°N lat. at
Barrow, and through 58 degrees of long-
itude from Hyder, on the Alaska-British
Columbia border, to Attu at the tip of the
Aleutian chain. The westernmost point on
the Seward Peninsula is only 88 km from
Asia; Little Diomede Island (U.S.) is only

3.7 km from Big Diomede Island (USSR).
Mean annual runoff for the State is
estimated at 9.8 x 1011 m3, or about
one-third of the total estimated water
yield of the entire United States.
South-central and southeastern Alaska
account for some 5.7 x 1011 m3 of

water, while the Yukon and Kuskokwim River
systems contribute about 2.5 x 1011 m
(Hartman and Johnson, 1978).

Four major physiographic regions are
recognized in Alaska (Wahrhaftig, 1965):
the Arctic Coastal Plain, the Rocky
Mountain System, the Intermontane
Plateaus, and the Pacific Mountain
System. Alaska may be divided into four
climatic zones that roughly parallel the
physiographic regions (Hartman and
Johnson, 1978). The Arctic zone has a
mean annua] temperature of -12 to -15°C,
generally low precipitation, and is
subject to strong winds. The Interior
zone is characterized by a continental
climate; summers are short and warm, with
a1r temperature occasionally exceed1ng
30°C, and w1nters are commonly long and
cold w1th -40°C commonly and -500C
occas1ona11y observed Mean annual temper-
ature is -10 to -5°C; precipitation varies
from 25 to over 90 cm annually. The
Transitional zone has less yearly temper-
ature variation, higher precipitation and
more cloudiness than the continental
Interior, and is intermediate between the
Interior and the Maritime zone of south-
central and southeastern Alaska. The
Maritime zone is characterized by
relatively low variation in annual

TRespectively, USDA Forest Service, Pacific Northwest Research Station, Institute
of Northern Forestry, 308 Tanana Drive, Fairbanks, AK 99775-5500, and University of
Alaska, Geophysical Institute, Fairbanks, AK 99775,
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Figure 1. Distribution of taiga (after
Viereck, 1973) and climatic zones
(after Hartman and Johnson, 1978).

A: Arctic; C: Continental;
T: Transition; M: Maritime.

temperature, a great deal of cloudiness,
high precipitation (to over 500 cm
annua11¥), and mean annual air temperature
above 0°C.

The taiga (Figure 1) generally
coincides with the Interior climatic zone
and with Wahrhaftig's (1965) Intermontane
Plateaus physiographic region. According
to Viereck (1973), "In Alaska the taiga
extends from the south slope of the Brooks
Range southward to its border with the
coastal forests, eastward to the border
with Canada, and westward to a maritime
tree 1ine very close to the Bering and
Chukchi Seas. Within this area of 138 x
10 hectares, approximately 32%...1s
forested....The unforested land consists
of extensive bogs, brush thickets,
grasslands, sedge meadows, and some alpine
tundra." This region is composed of
rolling, occasionally rugged uplands and
extensive low-lying wetlands. The region
was unglaciated in the Wisconsin
Glaciation save for localized activity at
high elevations. The taiga generally
corresponds to the zone of discontinuous
permafrost--perennially frozen ground--and
periglacial geomorphic processes are
active in the entire region. Permafrost
is common on north-facing slopes and in
poorly-drained lowlands but is generally
lacking on southern exposures. The
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proportion of frozen ground increases with
latitude; only sporadic to discontinuous
permafrost is found in the south, but
permafrost is essentially continuous from
the crest of the Brooks Range north to the
Arctic Ocean.

TAIGA SNOW

Snow is a dominant feature of the
taiga and mantles the entire landscape for
6 to 8 months of every year, depending on
specific 1ocation and year. Surface
energy relationships which affect
biological and physical processes, to say
nothing of .human activities, are markedly
responsive to this seasonal snowpack.

Two primary northern snow types and
regions are distinguished by Pruitt
(1970): ™"taiga snow" and "tundra snow."
Hare (1971) showed that density of taiga
snowpacks in Canada reaches 0.25 to 0.30 g
cm-3 in late winter, while density of
tundra snog is consistently greater than
0.35 g cm3. The seasonal snowpack of
interior Alaska may be considered typical
taiga snow: densities at initial
deposition are low, 0.05 0.10 g cm-3,
movement and reworking by wind is
uncommon, and snowpack metamorphism is
primarily through vapor transfer within
the pack in response to strong vapor
pressure gradients. Relatively warm soil
(rarely below -5°C) at the base of the
snowpack and cold ambient air produce
steep vapor pressure gradients, with
upward water vapor flux within the
snowpack averages 0.025 g cm=3 day-!
throughout the winter (Trabant and Benson,
1972; Trabant, et al., 1970). Final
“ripe" snowpack density is commonly 0.20
to 0.28 g cm-3.

In contrast to taiga snow, "tundra"
snow is commonly deposited during windy
conditions, which lead to errors in
measurement. Long-term climatic records
have underestimated snowfall on Alaska's
Arctic slope by a factor of three; the
annual flux of windblown snow is on the
order of 50 * 20 t/m (Benson, 1982). A
significant, but unknown, amount of snow
is lost by sublimation during wind
transport; in Wyoming, Tabler (1975)
showed that about a third of windblown
snow sublimated during transport. The
typical structure of tundra snow includes



“Tundra”” Snow

e above treeline, or otherwise exposed

* extensive re-working by wind

* higher density on windslab layer at top of pack
* relatively low density at base’ of pack

Typical Profiles

Temperature, °C Stratigraphy Density, g cm™
-20 -10 0 0.10 0.20 0.30 040 0.50
L1 1 1 A1 1 1 1 9

o 1)
&
=
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Caribou Peak

(0 at snow surface)

Depth, cm

Figure 2. Typical taiga and tundra
snowpack stratigraphy.

a hard wind-packed layer with density 0.35
to 0.50 g cm™2 overlying a low-density
depth hoar layer. Depth-hoar may be very
thin while snow beneath the wind-packed
layer is soft with grain size of about
1 mm. "Tundra" snow is very irregularly
distr1buted Stream valleys may be
mg]ete]y filled with dense (0.350.40 g
hard snow while adjacent slopes
are snow -free (Benson, 1967; Liston, 1986;
McKay and Findlay, 1971). Tundra snow
prevails on the Arctic coastal plain of
Alaska, and is also found in wind-affected
settings in the taiga--areas above
treeline (Benson, 1967) and in valleys
subject to frequent cold-air drainage
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“Taiga’’ Snow

e generally below treeline

e low snow pack density

e little to no re-working by wind

¢ subject to strong air temperature inversions

Typical Profiles

Temperature, °C  Stratigraphy Density, g cm™
_ -20 -10 0 0.10 0.20 0.30 0.40 0.50
2 0 1 1 1 1 L2 1 3 ¢ 1.2 1
£ S
-’;‘ 204~ L
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5 March 1975
near Caribou/Poker Creeks confluence, in Black Spruce Forest

-20 -10 ) .10 0.20 0.30 ; .
OILI 1l Io ] 1 1 % l010 lol50

=40
26 March 1964
near Fairbanks

{0 at smow surface)

Depth, ¢cm

Water Equivalent = 6.5 cm

Stratigraphic Symbols

+ + + + + New snow, some original crystal forms still recognizable.

"2 Fine or very fine grained (snow < 1 mm).

#1 Same as above, but very hard--a result of wind packing
& --often referred to as a windslab.

¢ Medium grained snow 1 to 2 mm.

Depth hoar, coarse loosely-bonded crystals often with weli
developed crystal faces. Larger chevron patterns indicate
larger crystal size.

winds, such as at Delta Junction, Alaska
(Benson, 1972; Bilello, et al, 1970).

A "transitional" snow zone has been
delineated by Benson (1982). This zone is
climatically intermediate between the cold
continental climate of the central Alaska
taiga and the cold maritime climate of the
western Alaska coast and Bering Sea. West
of Koyukuk (158° W long.) in the Yukon-
Kuskokwim delta, the temperature is higher
and winds are stronger than they are
farther east, and the climate becomes more
maritime than continental. Many storms
produce mixed rain and snow, and the snow
cover is characterized by significant
amounts of ice crusting, though depth hoar



is still developing at the ground surface
(Benson, 1982).

Typical profiles of taiga and tundra
snowpacks from interior Alaska sites are
depicted in Figure 2. Tundra and taiga
snowpack types may be closely inter-
mingled. At many tree-line or otherwise
wind-affected sites in the taiga, deep,
high-density wind-drifted tundra snow
‘grades rapidly to shallow, low-density
taiga snow over very short distances
(Benson, 1978).

SEASONAL ICE

Rivers and lakes in the taiga can have
an ice cover for 5 to 7 months of the
year. Floating ice, frazil ice, anchor
ice, ice breakup events, and the hydraulic
and thermal conditions attendant to these
seasonal ice forms have received detailed
attention eslewhere (Benson, et al, in
preparation; Calkins, 1979; Michel, 1971;
Osterkamp, 1975, 1978) and are not
considered in the present discussion.

Another important seasonal ice
phenomenon forms when water in or adjacent
to a stream channel rises above the
surface of an existing ice cover. Such an
accumulation of ice, superimposed on the
frozen surface of a stream, river, or
sector of landscape is generally termed
“"aufeis" (Grey and MacKay, 1979) or
"icing" (Carey, 1973); the Russian term
"naled" is preferred by some authors
(Akerman, 1982). Aufeis is commonly
associated with permafrost-affected
terrain. Comprehensive reviews of aufeis
are provided by Carey (1973) and Grey and
MacKay (1979). Kane et al. (1973) and
Kane and Carlison (1977) summarize
knowledge of mechanisms of aufeis
formation. Aufeis is a circumpolar
phenomenon, and has been studied or
documented in locales ranging from Yukon
(van Everdingen, 1982) to Spitsbergen
(Akerman, 1982) to Mongolia (Froehlich
and Slupik 1982).

Aufeis deposits are multilayered and
may be several meters thick in streams
that normally have water depths of 50 cm
or less. In Alaska's taiga, aufeis is
most commonly found in stream valleys and
river floodplains. Extent and thickness
of aufeis deposits in the taiga are
generally less than for those on Alaska's
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Arctic Coastal Plain (Dean, 1984) or in
major north-flowing river systems of
northeastern Siberia (Kane, personal
communication).

HYDROLOGIC RELATIONSHIPS

Seasonal snow and seasonal ice
constitute forms of detention storage for
precipitation. The snowpack binds
virtually all precipitation falling during
the period from October through March in a
veneer overlying most of the taiga
Tandscape. This water may be
redistributed vertically over short
distances by snowpack metamorphism and
depth hoar formation, and may be
redistributed laterally by wind action.

In either case, the redistribution is
essentially local, and incoming
precipitation, at least below treeline, is
largely retained on the watershed of
original deposition.

The hydrologic relationships of
seasonal snow have been studied over many
years in many settings. An extensive body
of 1iterature is available concerning
snowmelt physical processes, snow/terrain/
vegetation relationships, meltwater
routing, conceptual and quantitative
modeling, and engineering/resource
management applications of this knowledge
(e.g., Colbeck and Ray, 1979; Glen, 1982;
Meiman, 1969; National Academy of
Sciences, 1974; U.S. Army Corps of
Engineers, 1956). The seasonal snowpack
is subject to the same processes and
physical laws in the taiga as in other
regions. Major differences in snow
hydrology, or in application of snow
hydrology knowledge developed in more
temperate settings, derive from several
factors: the prolonged and continuous
nature of the snow-cover season, extreme
seasonal variability in energy available
at the earth surface at high latitudes,
the existence of cold soil (either
seasonally or perennially frozen) at the
base of the snowpack during most of the
winter and during spring snowmelt,
pronounced development of depth hoar in
the snowpack, occurrence of aufeis in
streams and valleys, and a relative
paucity of quantitative data concerning
precipitation and streamflow.



Depending upon the specific setting
‘and year, snow covers the taiga for 6 to 8
months of each year. Often the ambient
air temperature does not exceed 0°C from
October through March. Average snow cover
duration in the central Alaska 1owlands
(Fairbanks) is 214 days (Haugen, et al.,
1982). Snowpack persistence is a direct
response to availability of energy for
warming and melting; the extreme seasonal
variability of incoming short-wave
radiation at high latitudes is well
documented (Baker and Haines, 1969;
Seifert, 1981). Daily short-wave
radiation available at a horizontal
surface at Fairbanks (Figure 3) varies
fron Tess than 200 W-hr m-2 in December
to over 5000 W-hr m=2 in June (Wendler,
1981).

The winter climate of the lowlands of
the taiga is typified by cold air and
little wind. The snow-covered surface
favors development of strong surface
inversions which trap the calm, cold air
in a surface layer between 50 and 100+ m
thick. The snowpack lying within the
altitude range of the inversion layer is
subject to negligible winds, often through
the entire winter. The snowpack is
subjected to very low ambient air
temperature at the air/snow
interface--from -30 to -45°C is normal.
The ground beneath the snowpack rarely
becomes colder than -6 to -10°C, and
strong temperature gradients prevail in
the snow; this leads to vertical water
vapor flux and extensive depth hoar
development, with average density
generally less than 0.20 g cm-2. The
steep temperature gradient within the
snowpack 1s accompanied by a steep vapor
pressure gradient, leading to vertical
flux of water vapor of up to 0.025 g

m-Z day-1. This vertical flux of

water leads to dessication of the
underlying soil (Kane, et al., 1978;
Trabant and Benson, 1972). Santeford
(1979) reports that about 50% of water
initially available in an organic
soil-surface layer overlying permafrost
migrates upward into the snowpack in the
course of a winter. Such soil desiccation
strongly influences the disposition of
initial snowmelt water (Slaughter and
Kane, 1979).

Spring, the period of rapid increase
in solar insolation and day length, is
accompanied by rising solar angle so that
an increasing proportion of north-aspect
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rigure 3. (a) Hourly mean values of
g1oba1 radiation (horizontal surface)
in December, March, June, and
September, Fairbanks (65°49' N).
(b) Daily sums (maximum, mean,
minimum) of global radiation on a
horizontal surface, Fairbanks (after
Wendler 1981).

terrain is subject to the increasing
energy load; this coincides with rapid
decrease in surface albedo as the snow
surface ages and settles, and twigs and
branches become exposed and act as energy
absorbing and reradiation media. The
result is a relatively brief, intense
snowmelt runoff season. The complete
snownelt runoff period can be as little as
7 to 10 days (Kane and Stein, 1984).
Disposition of meltwater is affected
by presence of seasonally or perennially
frozen ground. Kane and Stein (1983,
1984) demonstrated that antecedent (fall)
soil moisture conditions affect volume of
snowmelt runoff the following spr1ng on
small plots and on a large (5,132 km?)
watershed in the discontinuous-permafrost



zone of Alaska. The proportion of
snowmelt water that infiltrated into the
soil mantle on a permafrost-free site was
sharply reduced, with a concomitant
increase in runoff, by increased soil
moisture levels in the fall. The presence
of permafrost similarly influences
disposition of meltwater (and summer
precipitation). Permafrost essentially
precludes infiltration beneath the
seasonally thawed "active layer," thereby
restricting meltwater detention and
transmission to the soil mantle (largely
organic soils of Tow bulk density and high
transmissivity) (Kane, et al., 1981;
Staughter and Kane, 1979). This
effectively increases the proportional
yield of meltwater in spring, relative to
nonpermafrost catchments. In an upland
watershed north of Fairbanks, a
pemafrost-free 5.2-kmn2 basin yielded

less than 50% as much total snowmelt
runoff volume as did an equal-sized (5.7
km2) basin which is dominated by
permafrost (Slaughter, 1981); the spring
period of high flow lasted more than twice
as long in the permafrost-dominated basin,
8 days versus 3 days.

Aufeis derives from groundwater
sources (van Everdingen, 1982). Aufeis
immobilizes water that is being yielded to
the stream chamel or to the ground
surface during the winter and which would
otherwise contribute to current
streamflow. A consequence of aufeis
formation in a catchment is solid-state
storage of baseflow and diminution of
streamflow during the winter and spring,
with subsequent augmentation of streamflow
when aufeis melts during spring and early
summer,

The occurrence of aufeis has
consequences for both hydrologic regime
and geomorphic processes. Akerman
(1982) showed that aufeis has both direct
and indirect geomorphologic effects. The
physical presence of ice in stream
channels and on floodplains during spring
runoff may protect stream banks and
adjacent ground surfaces from fluvial
action, and may divert flow to landscape
sectors not normally abraded by
water---such as at the lateral margins of
ice, perhaps far removed from the normal
(ice-free) stream chamel (Froehlich and
Slupik, 1982; Kane and Slaughter, 1972).
Such protection during major runoff events
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may influence either local bed profile or
local drainage patterns (Akerman, 1982).

Presence of aufeis in combination with
an ice cover on streams can produce marked
effects on streamflow. Kane, et al. (1973)
monitored pore water pressure in two stream
valleys in discontinuous permafrost, and
demonstrated a very dynamic system during
the "frozen" period of aufeis formation
and continuous ice cover on streams.
Hydrostatic head variations as great as
2.1 m within a single week were recorded,
reflecting changes in groundwater flow and
subsurface conditions for flow in the
aquifer/stream/aufeis system. Peaks in
hydrostatic head were generally accompanied
by an increase in formation or thickness
of aufeis (Kane, et al., 1973). The water
mass held as aufeis can be appreciable; in
a central Alaska watershed of 104 kmZ,
aufeis covered 1% of the drainage area
(Benson, 1978), comprised approximately 4%
of total amual streamflow and 40% of
expected winter streamflow (Kane and
Slaughter, 1972). This ice melts more
slowly than the adjacent snowpack, and
thus contributes meltwater (release from
storage) to the stream system over a
period of weeks or even of several months
into summer. Although aufeis camot be
reliably predicted in terms of intensity
and magnitude, Sloan et al. (1975)
monitored a transect across Alaska and
demonstrated that aufeis has a tendency to
recur at the same locations year after
year; however, not all locations showed
aufeis activity in every year of their
study. A similar pattern of recurrence
was documented by Slaughter (1982) in a
central Alaska watershed.

SUMMARY

Seasonal snow and ice are dominant
components in the annual hydrologic regime
of Alaska's taiga. A veneer of snow
covers the landscape for 6 to 8 months of
the year and strongly affects energy
balance at the earth surface. At high
latitudes, rapidly increasing day length
and solar angle combine with decreasing
albedo to produce short-lived spring
snownelt runoff periods; the flood of
record may result from snowmelt water
encountering aufeis-blocked stream
chamnels. Presence of permafrost and of



associated organic soil layers modifies
translation of meltwater from snowpack to
stream. Aufeis comprises another form of
detention storage; the aufeis affects
fluvial geomorphic processes, modifies
winter base flow in streams, and provides
meltwater well into summer months in some
locations.
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ABSTRACT: Thermal neutron radiography has been
utiised as a technique for determining relative water
movements in partially frozen soil. The method is
non-destructive and determinations of local water
content can be made at any time throughout the test.
The experimental test rig is designed so that the soil
matrix can be uniformly irradiated by a thermal
neutron beam, to obtain radiographs, which upon
interpretation yield information on relative water / ice
contents. Instrumentation is incorporated in the soil
matrix in the form of psychrometer / thermocouples
to record water potential, electrical resistance probes
to enable ice and water to be differentiated on the
radiographs and thermocouples to record the
temperature gradient. Interpretation of the
radiographs is accomodated using image analysis
equipment capable of distinguishing between 256
shades of grey. Image enhancing techniques are then
employed to develop false colour images which show
the flow of water and development of ice lenses in the
soil matrix. Water content determinations can then be
made and plotted against potential measurements for
each radiograph. From these graphs, using relevant
theory, pore water distributions can be obtained and
combined with water content data to give hydraulic
conductivities.

(KEY TERMS: thermal neutron radiography; image
analysis; hydraulic conductivities; partially frozen
soil.)

INTRODUCTION

Hydraulic conductivity is a fundamental parameter
ofasoil. In an unfrozen soil it can be determined using
.apermeameter where water enters and leaves the

specimen via inlet and outlet reservoirs. However if
the soil is subject to freezing conditions the reservoirs
have to be maintained at sub-zero temperatures which
results in the reservoir water freezing,

One way of preventing this is to add lactose
to the water, this however limits the temperature
range which may be examined and there is a danger of
lactose molecules moving into the soil by molecular
diffusion or by transportation by the flowing
water.(Williams and Burt 1974).

In recent years techniques which dispense with the
involvement of a permeameter have been developed.
These have often incorporated the use of various forms
of radiation to monitor the moisture flux within the
soils. X-rays have been used to depict lead shot,
imbedded in a soil subject to partial freezing, to give
information on water redistribution during freezing
(Yoneyama et al, 1983 ) and by using dual
gamma-rays, water and density are monitored
simultaneously and used to determine water flow in a
freezing soil ( Fukuda et al, 1980 ).

The techniques reported here have been introduced
in earlier papers ( Clark & Kettle, 1985a, 1985b ).
Neutron radiography is used to depict, on photographic
plates, water / ice in a soil subject to partial freezing.
Neutrons are absorbed by atoms according to their
atomic weight. Hydrogen, the main constituent of
water, has the lowest atomic weight of the elements
and is the greatest absorber of neutrons. The cell and
matrix are therefore made up of elements with low
coefficients of neutron absorption so that the degree of
exposure of the photographic plate is directly related
to the water / ice content of the matrix.

Using the images and data, from instrumentation
incorporated in the soil, information on water
movements and hydraulic potentials can be obtained and
developed to give hydraulic conductivities.

1: Department of Civil Engineering, Aston University, Aston Triangle, Birmingham, England.

2: Remote Sensing Unit, Bristol University, Bristol, England.
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EXPERIMENTAL SET UP

The Snowcal (powdered chalk) matrix is hou;u_ed in
a rig made entirely of PTFE sheet and aluminium.
Snowcal, PTFE and aluminium have low qeutron
absorption coefficients and are hence virtually
'transparent' to the thermal neutron beam.

The matrix is compacted, at approximately 19%
water content, into six rectangular cross-section
PTFE rings within a rectangular cross-section ce!l.
The cell, made of PTFE for insulation and enca§ed in
aluminium for rigidity, forms the central portion of
the experimental set up with similar lower and upper
cells completing the main apparatus.

The lower cell contains a water bath and water
temperature regulation unit and the upper cell contains
a freezing head. Once the three cells are fitted
together the apparatus is free from leaks and hence all
water entering the central cell via the water bath ( fed
by a Mariotte vessel ) remains in the matrix as water

or ice.

End temperatures during the test are lowered to
+4°C and -1°C by circulating ethylene glycol / water
solution through the water temperature regulation unit
and freezing head using cryostats. The central and
upper cells are modified so that psychrometer /
thermocouple probes, used to measure water
potential, fit into the PTFE rings and protrude into the
matrix. Any heave that occurs during the test is
allowed to develop by the free vertical movement of
the rings. The three cells comprising the main
apparatus are illustrated in Figure 1.

The apparatus is located so that the flat sided
central cell is irradiated by the neutron beam. To
detect neutrons which pass through the cell and matrix
an x-ray film plate and gadolinium intensifying screen
are used, this is housed in a Light Tight Container
(LTC) positioned behind the central cell.

A reference cell with three compartments
containing snowcal at zero water content, 100%
water content and the initial water content of the
matrix is also in the line of the beam and appears on all
the photographic plates. Attached to the reference cell
is @ watch on which the hands and hours are marked
with small lengths of plastic tube, the plastic tubing
has a high hydrogen content and hence shows up clearly
on the radiographs, thereby providing a permanent
record of the time of exposure . By comparing the
grey shades of the matrix with the grey shades of the
reference cell direct determination of water contents
can be made. Incorporating the reference cell in this
way elliminates any errors in developing or exposure
time as each radiograph has its own built in reference
standards.

As water and ice are depicted identically on the
radiographs, it is necessary to distinguish between
these two phases by determining the relative electrical
resistance of the soil at various locations.
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The neutron beam has a large neutron intensity and
requires a high degree of shielding. This is achieved
using concrete blocks arranged to form a cavity for the
apparatus.

The apparatus is surrounded by a series of copper
pipes through which ethylene glycol/water mixture, at
reduced temperature, is circulated to reduce the air
temperature.

Access to the apparatus for positioning and removing
the LTC is made possible by a narrow slot cut in the
shielding. All connections to the instrumentation for
the apparatus pass through a channel, formed in the
shielding and re-filled with blocks of lead and paraffin
wax.

The exposure time for each radiograph is accurately
maintained using a paraffin wax beam stop to seal off
the beam at the end of the exposure period. The
radiographs obtained show the formation of the frozen
finge and as they are one to one images of the cell any
heave associated with the partial freezing of the
matrix can be measured directly from them.

INSTRUMENTATION

The water supply to the matrix is from a marriote
vessel. Within the vessel a polystyrene float,
connected to a linear motion potentiometer , rests on
the water. In this way any water uptake by the matrix
is represented by a movement of the float which is
registered by the potentiometer and recorded on a
chart recorder.

Wescor PST 55-30 psychrometers and a Wescor
PR55 psychrometric microvoltmeter are used to
measure water potential in the soil matrix.The
psychrometers incorporate a small chromel
constantan thermocouple concentrically mounted at the
centre of a hollow cylindrical stainless steel bulb. This
design is chosen as it minimises the effects of
temperature gradients which adversely affect the
suction readings. The single junction thermocouple
permits measurment of these thermal gradients to
enable correction of the suction readings.A calibration
model for this type of thermocouple psychrometer has
been developed by Brown and Bartos (1982) and has
been used in this test.

Water potentials are measured with the
psychrometers using the peltier effect. Water from
the matrix is conducted through the bulb to the inner
suface where it evaporates until the humidity
approaches 100%. An electric current is passed
through the thermocouple for fifteen seconds cooling
the sensing junction slightly below ambient
temperature so that water from the atmosphere
surounding the couple condenses on the thermocouple.
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After cooling the condensed water evaporates which
again cools the junction. This time however the cooling
is a function of the rate of evaporation which is a
function of the vapour pressure of the atmosphere
which in turn is a funtion of the water potential of the
matrix.

Copper-constantan thermocouples are located
alongside the psychrometers to record the matrix
temperature throughout the test.

The electrical resistance of the soil between the
psychrometer probes is determined throughout the
test to identify ice in the matrix. This is achieved
through connections to the stainless steel shields of the
psychrometers. The shields are insulated from the
rest of the probe by a plastic casing and from each
other by the PTFE rings which house them.

METHOD

The work has been carried out at the Universities of
Manchester and Liverpool Research Reactor using a
thermal neutron beam from a horizontal access hole,
which gives a maximum neutron flux of 7.5 x 107 n
cm2s1at the radiographic position. An exposure
time of 18 seconds is used for each radiograph at a
reactor power of 100kw.

Loading the Matrix

With the three cells of the main apparatus in position
and all instrumentation in place the matrix is loaded,
via the upper cell, into the six 12.5 mm dep PTFE rings
of the central cell., The matrix is compacted in ten
equal layers. Each layer contains a specified quantity
of matrix (dependent on the water content) and is
compacted to a thickness of 7.5 mm. In this way the
compaction is standardised and no compaction plane is
incident with a ring intersection.

Test Procedure

With the apparatus positioned in the cavity formed in
the concrete shielding, and all connections made to
instrumentation and cooling equipment, cooled ethylene
glycol/water solution is circulated through the copper
tubing and left on overnight to lower and stabilise the
matrix temperature. An initial radiograph is then
taken before freezing is initiated. Freezing is achieve
by circulating cooled-ethylene/glycol solution through
the freezing head. Subsequent radiographs are
obtained at approximately half hour intervals
throughout the test.

The same process is used to obtain each radiograph.
With the LTC positioned behind the cell the beam stop is



withdrawn, allowing the thermal neutron beam to fall
on the cell, and replaced after the exposure time of
eighteen seconds has elapsed. When the LTC has
radioactively 'cooled down' it is removed and the
photographic plate developed.

Radiographic Materials

FILM - 'KODAK' INDUSTREX CX, Medium
Speed, fine-grain, high - contrast,

direct exposure film.

DEVEHOPER - ‘'KODAK LX24 X-RAY DEVELOPER.

STOPBATH - 'KODAK LXINDICATOR STOP BATH

FIXER - 'KODAK'FX -40 X - RAY LIQUID
FIXER

HARDENER - 'KODAK HX-40 X-RAY LIQUID

HARDENER

RADIOGRAPH ENHANCEMENT AND ANALYSIS

Contact prints are made of the radiographs
(negatives) and 35 mm slides (transparencies) made of
these prints. The transparencies are used in a scanning
microdensitrometer.The size of the soil matrix on the
original negative is 72.5 mm x 84 mm and on the 35
mm negatives this is reduced to 15 mm x 17.5 mm.
The 35 mm negatives are scanned with a spot size of
100 um (0.1 mm) and hence the soil matrix area is
covered by 150 x 175 pixels. Thus each pixel
represents an area of 0.5 mm x 0.5 mm on the original
negative.

The negatives are scanned at 3-D optical density,
levels of 0 - 255 are assigned to the degree of
brightness . The scanner sets white on the negative to
zero and black to 255. Therefore the reference cell of
100% water content has higher digital count values
than those of the 0% water content reference cell.

The scanned data are displayed on an 12s Image
Analyser.

To account for any differences in exposure, printing
and scanning, the frames are individually normalised
using the 0% and 100% water reference cells.

For any one frame, the digital counts less than those
within the 0% water reference cell are set to zero
(black) and those equal to or greater than those within
the 100% water reference cell are set to 255 (white)
to produce an enhanced black and white image. Any
values within these extremes are then linearly
stretched so that the new digital count becomes:-
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Xo=((X-Xg)/(Xqgg - Xg)) x 255

where: Xq = New normalised digital count
X = Old digital count
X100 = Digital counts of 100% water
content reference cell
Xo = Digital count of 0% water

content reference cell

The soil matrix areas with water contents of 0% -
100% are thus enhanced to give a range of 256 grey
levels. In order that the water content variations can
be more easily seen the frames are density sliced in
colour to give false colour images. Different colours
are assigned to steps of 25 digital counts, ranging
from red for levels of 0 - 25 inclusive and blue for
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